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I+  SUMMARY

The estimation of strategic Intentions Is an Important and eéolvlng part of
the Intelllgence process. The motivation for focusing on estimates of peacetime
Soviet naval intentlons In previous research studies performed by MATHTECH
arises from fhe. Increased contacts between U.S. or Western fleets and the Soviet
Navy. These more frequent and extensive contacts In off-shore defeins!ve zones,
sea lanes, and in proximity to Third World countries may occur in crisis situa=-
tions or in situations with the potential for escalation into a major crisis
because of the behavior and responses among the parties involved. The way in
which the navies of the West and the Soviet Union conduct themselves In these
peacetime and crisis encounters has a considerable Impact on subsequent escaila-
tion and responses. The previous research performed by MATHTECH deait with an
assessment of methods for estimating peacetime Soviet naval Intentions. In the
course of that research a number of quantitative and behavioral methods were
Identiflied (Stech, 1981): A fol low-on research program, the results of which
are described In this report, was then undertaken to catalogue those methods in
relation to estimation problems and issues. I[n addition criteria were estab-
llshed to gulde the selectlon of appropriate methods to deal wlth specific
aestimation Issues. As background for this research, a quite detailed descrip-
tion of the Intention estimation process was developed.

The Indlvidual tasks that were performed In this research project are:

The conceputal model developed !'n this task to provide the context for
Intention estimates Includes 8 sequential steps;



LR

o preceptions (reactions to the environment and situation based on
capabl|ities and behavior),

o] estimates and assessments of current and future capablilitles,
risks, actlons and reactions,

0 Integration and judgements related to evaluation of ajternate

hypotheses,

definition of Intentions based on logic embodied In previous

steps,

tormul ation of a strategic concept outlining courses of actlon,

strategy statement to guide future actlon,

development of plan to gulde actions, and

execut’on of the plan.

(o)

0000

TASK 2: QDescription of Analytical Alds:

Anaty*ical alds useful In the Intaention es+imation process vary
considerably In scope, methodology, and loglc. Consistent with the complexity
and range of possidbilities of Intentions, these alds are similariy compiex and
wide ranging; there are no [ndividual methods that are to be preferred even in a
given class of analytical probiems. The methods vary considerably In thelr
dependence on data, judgements, and relational or behaviorai descriptions., as
well as [n their dependence on quantitative techniques. They range from purely
subjective or Judgemental methods to highly quantitative probabi!isti¢ methods.
A general categorization of analytical aids Is as follows:

¢} Judgemental Methods; supported by attributes of sagaclty,
control, and acumen,

o] Analytical Alds; quantitative methods that support speciflic ’
olements of the estimation process,

o] Extrapolation Models; based on past events and data, and

o Structural modeils; taking [nto account structural realltles and
changes In |eadership, physical capabilities, and other
Influencing factors.

The third and fourth categorles make extensive use of quant!tative methods, In
one case Involving trend extrapolation, In the other attempting to represent the
physical and behavioral relationships that affect Intentions In a given time and
place. Clearly, these categorles are not mutually exciusive and Intention
estimates will be based on some combination of methods drawn from these cate-
gorles. The art of estimation Is to select and biend approprlate methods and
the objective of this research project Is to assist In that process through the
cataloguing and organization of analytical alds used to support and extend human
Judgement and [nterpretation.

The speclitic analytical alds coverad In thls review are |isted as follows
In relation to the elements of intent 3~ 25t !mating:

1. Percelving Data: statistical sampling, record of events, coding
categor!es.




2. Welghting Data: pollicy capturing, Bayesian methods, correlation
and variance analysis.

3. Characterizing Data: memory alds, tuzzy sets, factor analysis.

4, Assessing Covariations: actuarlial models, backcasting,
dbootstrapping.

. *?7 5. Cause and Effect Assessment: causa' search, causal analysls,
search trees, stepping analysls, hypothesis, regression anaiysis.

©og 6. Predictions: Backcasting, boot strapping, decision analysls.

3 7. Theorles: scenarios, Judgemant heuristics, etc.

TASK 3: Comparison of Alds and Problems:

This task compares the analytical alds in the context of the Intention
estimation procsss. General criteria that apply to the comparison Include:

o] scope and content of method In relation to estimation probiem,
(can method Incorporate Information on capabli!ties, force struc-
ture, depioyment, logistics, manpower, risk propensity, strategic
patterns, responsive patterns., etc),

o descriptive power
o Inferential power
0 trestment of constraints (operational, tactical, and strategic).
) loglc structure (deterministic, probabliistic, Inference, etc),
Q transparency of relationships and assumptions,
o] analytical method (state of development and prior experience).
o] appllcation and documentation of method,
3 o validation, verification, and peer review of method,
1 | o cost of Initlal system and upkeep,
E : o treatment of risk and uncertainty, and
‘ : 0 sensitivity (robustness of result and etfect of changes In
% assumptions),

TASK 4: Evaluation of Alds:

Problems with particular analytical aids and an assessment of strength and
veaknesses are dlscussed In the context of the Intention estimation process with
reference to historical experlences.

TASK 5: Catalogue of Alds and Process Summary:

A summary table relating specitic analytical alds. analytical problems, and
criteria vas developed and Is Included in this report.
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Chapter 1| of this report covers Tasks | and 2, the description of the
Intention estimation process and the description of anaiy*ical alds pertinent to
that process. Chapter I!! covers Tasks 3 and portions of 4, the comparlson of
anaiytical alds and their evaluations. The summary catalogue of alds Is pre=-

sented In Chapter |V.

Major conclusions that are drawn from this project are:

' 1. Estimation of Intentions may usefully draw upon a varlety of
£ analytical alds.

2. The saiection of specific anaiytical aids and thelr appllcation
to deal with estimation problems depends upon such factors as
scope of problem, data availabiiity, and timing. Thls process
cannot be described In cook-bock fashion with any absoiute guar-
antees of success. While the process depends a great deai on
creativity, criteris have been develcped and can prove qulte
useful as a checkiist for the selection and use of alds.

3. The criteria and evaluation methods employed In this project to
catalogue and evaluate alds In the estimation of peacetiIme Soviet
naval Intentions are sufficlentiy general to apply to a wide
range of Intelligence, loglistic, and strategic analytical alds of
interest to the office of Naval Research.




1. DESCRIPTICN OF THE INTENTION ESTIMATION PROCESS AND ANALYTIC AIDS

The estimation of Intentlons by Intelligence analysts can be character!zed
In a variety of ways and In terms of: the estimation stens taken by the
snalysts, the anaiysts' logic and reasoning processes, and the types of evidence
and information analysts might conslder to form an Intelllgence estimate of
intentions. This chapter uses these Thrae outlocks on Intention estimation to
describe the astimation process and to Identify probiems that might atfect

various steps of the process.

A.  NJDEL OF INTENTIONS
This model is intended to provide the context or background for the
comparison and evaluation of analytical alds. Intentions can be given very
complex definitions, or simple cnes; 6.g., Lawrence (1972: 83) writes that
Intentions are "desirous foreknowiedge or expectant desire.” Basfcaily
Intenticas and psycholagical states that involve
Mental images of future events In which the Intender

pictures himself as a particlpant and makes choicas as to
which Image he will try to bring to reality. (Griffin 1976:

5).
Af Inteillgence professional (Gazit, 1980) Nas divided Intentions estimation
{ato ldentifylng & desision already taken, analyzing responses taken In reac*ion
to actlons by others, and analyzing the outcome of a deveioping, ongoing
situation. B8shaviorally, inteantlional ity manitests severai features:
expectations of the outcome of an act, select!ion dmong aiternatives for the
fultiiiment of a goal, sustained ettort In a given direction in the sequence of

actions taken to make the resuiting state resemblie *he expected state, and o
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flexible pian for using aiternative means and actions to compensate and correct
tor discrepancies between expectations and results (Foster and Brandes, 1980:
326). Longer, philosophical dissertations on the meaning of "Intentlons®
(Anscombe, 1969; Lawrence, 1972; Stech, 1979, ch, 2) are interesting but not
essential to outlining a descriptive model of the elements of intentions which
an inteillgence anaiyst may need to anaiyze.

in the following model we are assuming that the adversary, ¢r enemy, or
ally, that Is, the party whose Intentions the Intel!lgence analyst hopes to
ascertain, Is not psychopathcloglcal. Modeli of Intentions can be created for
analyzing the psychopathoiocgic adversary (e.g., Langer's, 1972, model of the
"mind of Adoif Hitler” created during World War |] to aid Allled Intelligenca
estimations), byt each such model Is a speciai cass.

Qur objective Is to cutline a model that can hope to deal with tha
estimation of the intentions of most normai actors, functioning without obvious
psychotic disturbances. We do ngt assume that the 2dversary is wholiy rational,
in the logical, mathemutical, or econsamic meaning of "raticnaiity.” in fact,
one I imitation of the "rational actor model™ (as used, e.g., by Alllson, 1971,
to assess the Cuban Missile Crisis) Is that pg human actors are strictiy
ratioral axcapt when they do mathematics, symbollc logle, or economic utlllty
calculus, and even *hen blases, errors, and paradoxes can !ead to behavior that
Is not completely ravicnai. The onily real requirement for the mode! s that the
actor, whose behavior the analyst Is attempting to pradict through the analysis
of Intentions, not be #idely perceived as totally !rraticnai, l.e., the model
does not work it the adversary is crazy.

The qualitication !n the preceding paragraph s tairly Important from the
analysts' standpoint. The customers of [atellligence est!mates, particulariy

those which hope to estimate Intenticns, will otten Justity thsir Ignoring such




estimates with the assertion that Prime Minister So-and-so Is "unpredictable®
or, in the extreme case, President Such-and=such |s simply "crazy”. Neither
argument |s tenable; the first asserts that we are as wise as we wi!| aever be,
and that the fact (1f i+ Is a fact) that no accurate predictions were made in

*he Lart means none wii! aver be made In the future. The second ignores the

fact tuat fruly crrzy psople are quite easy to predict, use very clrcumscribed

Ty
o

routines of behavior, anJ suffar- from the lack of behavioral flexib!] ity and

RS

; cholce, l.e., thelr behav'tar is compelled, compulsiva, and hencs predictadle.
; The arguments may justify scepticism In the predicticns, but not complete
:{ Ignorance of them.
v 3} | This mode! (Figure 1) has two malin sources. |ts generai characteristics
: 7 Come from a mode! used In World War || to predlict Axis Intentions through the
i analysls of propaganda, and It has been subsequently systematized by George
: (1959). Grafted onto this basic skeiaton are concepts taken from the general
_ areas of decision-making and problem=sciving behavior. That is, the adversary
- ls perceived .'fo be soiving a problem: what actions are needed to reach some
‘: goal; and making a decision: what action shouid be impiemented to reach the
." ,_ gcal. The anaiyst's task Is tc try to penstrate the adversary's problem=-soiving
" . and decision-making processes and procedures, [.s., to recreate the steps the
;-f:\\ adversary has taken to soive the probiems and make a decislon.
- 3 The top line of the tigure shows intentlons, which can only be inferred, as
: Intervening betwesn the real world situation and the adversary's actions, doth
N
1 ot which can be cbserved directly, as weil as interred from other evicence. The
dotted arrov reflects the fact that some of the adversary'!s actions are not
\ \i Intantional dut instead are accidental or nlsLirriages of Intenced actions.
‘ Unintended sction is ditticyls to separate ansiyticaily ftrom intended action;

I . there Is 2 tendency to attridute al! acticn to some motive or Iatenticn of the
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actor (see Stech, 1980: 104-120 for a dlcscusslon of this tendency In naval
analyslis),

The second |ine of the figure reflects the approach taken here to
Intentions, that Intentional behavior reflects problem formulation, decislon-
making, and then planning for the execution of the decision taken. These steps
are conditioned by the adversary’s perceptions of the real world situation
(l.e., the adversary conslders reallty In formuiating the problem) and are
presumed to Influence the actions taken.

The sequential steps of problem formulation (loglic ¢f estimation,

estimation, and decislon/planning have been the subjects of a varlety of

Y hd 3 e AL R a1 | ;'-
e L o L e it TR

i

theorles and concepts used by pollitical sclentists to assess governmental

actions. Some of these polltical science formuiations are reflected on the
»

‘;; third !ine of the figure. For example, generailzations -bout the typical

B perceptions and estimations made by a nation faced with varicus situations

?\E! contribute to understanding how the nation formuiates problems, and offaers

information on the Important dimensions and value criteria the nation will tend

Uy to use to structure Its decisions. Simllarly the operational code of a naticonal
'% ellte provides Information on the Instrumentalitles and basic strategic valuss
3'% of the top declsion-makers, Agalin, such Information contributes to
understanding how a real worid problem might be solved, or more basically, what
wil! be percelved as a problem In the flrst place.

At the bottom of the figure are seven steps which refiect the process that
. Intervenes between the stimulus of the real world situation and the acrion taken
In response. These are represented In Figure 2 as sequentlal steps Indicating
activitlies preparatory to and subsequent to the definition of Intentions. An
elghth step, action, has been added to Figure 2 for completeness. Flirst the

A real worid produces an immedlate perceptual response. The adversary reacts to
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the percelved envircnment speclfically by noting needs, reacting to [ts own
previous actiors (e.g., a previous fallure to satisfy a need might provide the
stimulus for subsequent action), the actions cof opponents to block or facillitate
need satisfaction, the capabiiities of the adversary and of opponents to satisfy
needs through actions. |In this first step the adversary Is selecting aspects of

the environment to attend (e.g., what Is the need, what Is the problem), coding

those aspects along Important dimenslons, and generalliy characterizing the
nature of the environment Into those parts that require action or attention
(l.e., Identifyling needs), and those that do not.

The second step of the Intentlon process invelves the organization of

«.% perceptions, estimates, and expectations into orderiy categoriss of Information.

Among these categories are the following: estimates of current and future ra-

gy e ISy
2 o
et e

sources, both for one’s own side and for the opposite side, estimates of pos=-
sible actions on each side and the risks attached to them and also the utillities
attached to the outcome of the various actions. The latter Information requires

the analyst to form some Impression of the adversary's value system. The ana-

lyst needs to estimate how the adversary evaluated outcomes for each side. !t
Eﬁf [ Is helpful to separate the elements of this step Into those that deal wlth

Issues of fact (which can also be thought of as predictions) and those that dsal

-

ﬁﬁ: with Issues of value and evaluation. For example, the enemy may be contempia-
fég é i ting flve different modes of attack. Several [ssues of fact must be estimated:
'f' fﬁ% what resources are needed for each mode, what is the |lkellhood of each mode

;-{ succeeding, what Is the opponent capable of doing In reaction to each mode and
what are the probabilities of each of those reactlons. Addlitionally, various
Issues of value must be assessed: how willing Is the adversary to expend re-
sources at various levels (l.e., what |s the cost of the resources), how good

are the varlous possible outcomes of the dlfferent attack modes (l.e., what are
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the benefits) and what are the values to the parties on both sides of the
enemy's reactlons to the various possible models. To make these assessments the
analyst must form some Impression of how the adversary makes estimates of facts
and probabllitles and how he assesses values, both for the adversary's own ac-
tions and for his estimates of the analysts' country's reactions and initia=-
tives.

The third step In the Intentlon process Integrates the Information on facts
and vaiues to determine what actions would be better than other actions and the
I1kel Thood of varlous outcomes and beneflts. Posslible goals are then ranked
according to value, risk, probab!l!ity, cos*, or any other criteria of importance
to the adversary decision-making system., In thls step, the adversary Is
formulating expectations and clarifying those "mental Images of future events™
which might be brought to reallty.

To assess thils step in the intention process the analyst may have to
consldsr the adversary’s decision-making rules. For example, suppose one mode
of attack offers the adversary low risks of loss but Iittle In the way of
tactical advantage, l.e., low gains. Another mode of attack offers spectacuiar
gains, but at the possible risk of huge losses. If the adversary allows these
dimensions of risk and gain to compensate for each other (l.s., a [ot of galn
makes up for a lot of risk) the riskier, more advantageous course might receive
the higher ranking. Hewever, 1f the adversary cannot affort such compensating
trade-offs (e.g., because resour.ss are so |imited that any major risk of loss
Is Intolerable) then an unacceptabla state on a single dimension, such as risk,
may be sufficlent to eliminste that cption from further consideration.
Obvicusly, a similar conclusion might be reached by the analyst who attends to
whether the adversary s generall!y a gambler or conservative. The decislion

analysis approach has the added advantage that [t attempts to Identity why the

12



adversary might be conservative or Intrepid.

One aspect of the adversary which may play an Important role at this step
is doctrine, those prescriptions as to what types of action outcomes should be
highly valued (e.g., sleze the high ground) or avolded (e.g., never concentrate
In range of enemy guns). Doctrine can be viewed as codifled decisions, or
stereotyped Integrations of estimates and assessments from past experliencs.
Such codes may offer Important clues as to how the adversary will infegrate the
estimates and assessments bearing on the current problem It Is always possibie,
however, that the adversary wlll flout doctrine, elther Intentionally (e.g., as
an explicit means toc achieve surprise), or unintentionally (e.g., out of
Ignorance or confuslon)., It Is also possible for doctrine, when applied to a
specific detalled case, to yleld Incompatible recommendations (e.g., the
principles of war Inciude both "concentration™ and "economy of force," two
recommendations that are rarely simultaneous!y compatibie), and thus offering
ITttle guidance to elther the adversary decision-maker or the Intention
estimating analyst.

In the fourth step the adversary selects a subset of goals from the rank-
Ings created in the third step. This constitutes the Intention decision, or the
adversary's pollcy. The adversary selects a desired and possible ocutcome (or
obJective) based on the benefl+s that would seemingly result from It and the
apparent costs of the path to that outcome, given the resources that are
avallable for accomplishing that outcome, the feasiblie actlions that are re-
quired, and the anticipated contingencies of enemy response. The steps preced-
Ing this one Invoive estimating these aspects of the decislon, The steps subse-
quent to this one entai| refinement of the pollicy selection made In this step.

it the challenge to the anaiyst In the previous step was to narrow down the

range of possible courses of actlon to those the adversary would conslder
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feasible and worthwhile, the challenge In this step Is to determine which
obJective or pollcy the adversary wil!l value most highly. An analysis of
successful intention estimation by ln%elllgence analysts In the past (Stech,
1979) reflects two characteristics that might ald other analysts.

Successful Intention estimators used rather expliclt anaivtical models of
hew the adversary made djecisions. These modeis related the general war objec-
tives of the adversary (the two historical casas took place In Worid War [!) to
the adversary's resourcss and constraints. These explicit modeis were refined
by a process of 1nference). That [s, the analysts determined how evidence of
different kinds would lead them to change the models. The analysts then sought
the necessary evidence to determine which direction the modeis should evolve.
In effect, the analyst anticipated the possible behaviors of the adversary and
considered the Impiication of each possible move for the evolving model of the
adversary's Intentions. As the evidence became avaiiable, the analyst was able
to refine the model, making It more explilicit. Eventually, the enemy's actlions
and reactions could be estimated with considerabie accuracy. This process by
the analysts was one of "sagaclty," l.e., understanding how the adversary had
behaved In the past and the nature of his motives and "acumen," l.e., the
analyst's ablllty to understand and anticipate the enemy's response and to
dupllcate the mental declislon-making loglc of the adversary (see Stech, 1981,
ch, 2, on sagacity and acumen). To a lesser degree the analysts were able to
use "control" to assist in the development of their models. That Is, the
analysts were at times able to control the Information or the sltuation the
adversary faced (e.g., by sending false information through double agents or
deception operations, or by knowing In advance what one's own forces were plan-
ning to do) and could thus use this contro!l to settie open questions aboyt the

enemy's react!ons and decisions.
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The fifth step In the intention process consists of transiating the inten-
+lon decislon, or poilcy, intc a strategic concept with a general objective and
general courses of action outlined. This outiline forms the basis for subsequent
detalled planning. It ldentifles what the adversary Intends to achlieve and how
this will ba accomplished to a degree sufficiently detailed so that planners can
turn this strategic concept Into concrete actions.

The sixth and seventh steps Involve detailed planning so that the Intention
can be carried out In action. First (step six) planners must determine from the
strategic concept what speclific actlons and subobjectives are required to attain
the overal| strategic objective. The necessary steps must be ordered Into a
sequence of operations so that each sub=-step Is compieted before subsequent
steps that bulld on it are undertaken. Enemy actions have to be anticipated and
losses calculated. Orders for required resources are issued. Warnings are
given to troop and naval untis. Training operations focus on anticipated mis-
sions. Studles are made of uncertain aspects of the plan. Reconnaissance of
the target area s Increased. Deception operations may be undertaken to conceal
these detalled preparations.

In the |ast step of the Intention process, the adversary wrlites and Issues
the detalled plans for the Intended operation. This may have the traditional
form of the military or naval operational order, or [t may be far more informal
and lns*anfaneous,vfor example, It may simpiy conslist of the codeword that
slignals the execution of an operation that was planned long before. In thls
step, those actors that must carry out the adversary's Intenticns must carry out
the final steps before actual action Itselt: assigning responsibilltles, speci=
fying subobjectives, allcocating resources, issulng maps and plans, armling

forces, fueling vehicles, sending out scouts, etc., The adversary has not com=-
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mitted himself to the plan, but Is ready to do so and has taken all but the
final step of action Itself.

The description of these seven steps In the Intention process makes [T
clear that the adversary's behavior becomes easler to monitor as the Intention
process approaches the actlion step. More physical activities and preparations
are needed to translate the strategic goal Into strateglc technique and then
Into tactical plans then are needed at earlier stages, Thus the closer the
adversary comes to actually carrying out his Intentions, the greater the amount
of physical Intel!llgence the adversary will be forced to generate and, If he
wishes to conceal hls intentlions, to hide or disguise. (But hiding and
dlsguising are also actions which generate physical intelligencs.)

David Kahn (1978: 39-41) makes a useful distinction between "physical
Intelligence" and "verbal Intelligence." Physical Intellligence Is deri.ved from
the natural resources, physical installations, numbers of weapons and troops
avallable, volume of commercial trade, and so forth. Verbal Intelilgence Is
derived from words through plans, orders, morale, perceptions, Intentions,
estimates, promises, or motlves.

Plans and Intentions take time to transiate Into physical reallity., Knowing
an adversary's intentions gives time to react, whereas knowing what actions the
adversary has already begun to take may !eave |ittle or no time for reaction.
While the latter steps of the Intentlon process generate more physlical
Intel|lgence than the earllier steps, the eariler steps may tend to generate more
verbal Intelligence, l.e., Information about how the adversary perceives, esti-
mates, makes Judgments and declsons, and so on, In modellng the intention
process ot the adversary, the analyst wlil have to use verbal Intelllgence and
physical Intelllgence to Infer the events between the real world situation and

the adversary's actlons.
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B. CONTENT OF ANALYTICAL METHOODS

Intentlons wlth certain characteristics are easl!ly predicted. To the
degree that "he analyst can determine that the Intentlons are of the more
predictable type he can put greater conflidence In his estimates.

Stable Intentions are predictable. Two types of stablilty apply to Inten-
tions. Some behaviors are habltual, l.e., prompted by recurring needs and
drives. The need of a natlion's people for fuod and shelter during a crisis such
as war may lead to an Intention by the natliaon's |eadership to support minimal
|lving standards. Other behaviors are customary or respond to strong cultural
norms and are thus stable so long as these norms remain effective, Habltual and
customary behaviors are highly predictabie, [f the anaiyst develops the abillty
to recognize the repetitive pattern and the stimull that summon such behaviors.
In the presence of such conformlty Inducing slituations the adversary will| tend
to demonstrate the same hablits or customs., |In these elliciting situations the
adversary's behavior Is highly autocorreiated, and shows iow variance over these
sltuations, Hablts are rellable reactions to aroused needs and customs are
rellable reactions In response to a stabie Intention to conform. The main task
ot the analyst |s to recognize the autocorrelated, rellable behaviors and then
determine what needs, slituations or events trigger these stabie responses.

A second form of stable Intentlon occurs wvhen a form of behavior |s con-
stantly repeated over time regardless of perticular situations. These behaviors
have very high base rates and will appear to be normai, routine behavior. These
behaviors may serve some func*ional purpose (e.g., regular patrolling ang recon-
naissance of sensitive terrain) or may be merely a tradition serving only cere~
monial purposes (May Day parades). Some behavior may lack any recognized tradi-

tlion and may be repeated merely because no alternative occurs to those who
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perform the behavior. An analyst may create a plausible explanation for such
behavior, but Its actual "cause" may be simpiy *hat "It was always done that
way," |.e., mere behavioral Inertlia., !t takes affort to change things, and
there Is no point to fixing something that Is not broken. Similarly, behaviors
that cause no harm may be tolerated and even reinforced although they producs no
berefits except to keep people busy. Behavior that has been repeated under a
wide variaty of situations and circumstances with |[ttie variation In character
Is Ilkely to continue. The Intention for such behavior may relate to identlifi-
able goals or It may be simply the Intention that what was done be done again.
High base rate behavior Is highiy predictable. Behavior that conflicts with or
prevents high base rate behavior will require strong motives and Intentions to
overcome the Inertia of the repeated behavior.

Some sltuations bring a multitude of pressures to bear on a nation, all
acting to mot!vate behavior In a certaln direction. For example, a massive
sudden surprise attack will mobillze a nation's defanses. To the degree that
the forces and pressures on the attacked natlon tend to work In the same direc-
tion, the natlicon's behavior and !ntentions are more predictabie. For ex~:. .-
Imagine a smaill natlon, unsure of Its survival, with many enemies »:~ . .
aliles, vuinerable borders and trade routes, a mllitaristic tradition, capabie
standing armed forces, a unifled and resourceful population, a2 tradition of
antipathy toward the attacker, an economic, political, or territorial Interest
In the outcome of war, and a history of racial or rellginus disputes with the
attacker. Such a nation |s more predictadbiy going torespondmilitarily to a
surprise attack than a nation with opposite characteristics and pressures. Many
predisposing torces and pressures acting In a given direction allow a more
contldent prediction or astimats of intentlons than cross-cutting and contlict-

Ing pressures. In other words, when a nation faces intense demands, pressures,
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and farces to act In a certain way, and |ittle or no opposing pressures to such
action, It Is llkely to respond to the pressures. The more pressures that act
In the same direction, the easlier the task of forecasting ;he nation's Inten-
tions.

There Is a nontrivial danger In using a causal anaiysis of the converging
pressures on a nation to estimate [+s Intentlons, however. What may appear to
the anaiyst to be an Irresistable pressure might In fact pose oniy a temporary
problem to the adversary nation. O0n the other hand, what appears tc be a
trivial factor to the analyst might be an overwheiming demand that the |eaders
of the adversary state cannot ignore. An examble of the former case might be
Egypt prior ic the 1973 attack on Israei. Egypt seemingiy faced severs |imita=
tions of milltary capehlility which would prevent any successful attack. In
tact, Egypt had evolved aiternative solutions to Its military {imitations {a.g.,
Ingenious means for rapidly cutting through the sand dunes along the Suez Canal
with high pressure fire hoses) and of adjusting Its milltary Intentions to Its
miiltary capabllities so as to accomplish overriding poiitical and diplomatic
goals. An exampie ct the latter case might be the underestimation by Western
analysts prior to 1941 of the criticallty of resources to Japan and the centra!
rale of oll supplles to Japaness Intentions. The Western embargo on oll sales,
an attempt t¢ use economic foirca o pressure Japan to moderate Its China pollcy,
had the affect of Increasing Japan's miiltaristic ambitions (to sacure reilable
oil supplies In Southeast Asia) rather than curtal!ing them.

Just as there are behaviors that are compeiled by converging pressures,
there are other behaviors that require converging preparations, i.e., complex
and muitifaceted multipie actions that lead up to and prepere for scme behavior
the state Intends to act cut. Such preparations are ilke a pitcher's wind=-up,

they signal an oncoming event, sven “hough they may not reveal the exact nature
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of the pltch that Is thrown or the base the pl*cher may throw to. The enTire
complex of preparations may suggest one single Integrared intention, or may be
associated with disparate, dlsconnected events. The chronology of observations
(by the Intention estimating analysts) may or may not refiect the logical order
of scts dictated by a single plan; Instead the observational chronology may
result from the mxing of actlons called for by severai unconnocfed'plans. On the
other hand, certalin plans and operatlions require that varlious essent!al
preparations be made In predictabie order. |f a watch Is sat for these
preparations and none are detected, this Is a negative Indicator; It Is uniikely
the adversary [s preparing that particular operation. OCf couse, the adversary
may anticipate such a watch and disquise such praparations or cover them with 2
plausibls deception, |f both predisposing pressures and necessary preparations
for a particular behavior are absent, there Is |ittie |lkellhood that the
adversary - Intends to perform that behavior.

Certaln pianned actlions by an adversary require varlious acts be taken or
processes be set In motlion to carry out the Intentlon, The zttack on Pearl
Hartor for example, requlired that the Japanese fleet sall to Hawail, These acts
may partially determine the courses of actlion open to the adversary, While at
some polnt on its route to Hawali the Japanese fleet could have aborted the
attack (e.g., It |t were discovered by U.S. reconnalissance), there was a
particular moment at which there could be no turning back — the air rald had *o
be launched regardless of whatever else was taking place.

Some plans by an adversary may be sufticlent determined by their early
svents that the concluslons can be predicted. The anaiyst observing the
unteliding of the plan may be able to anticlipate the uitimata target by noting

that certaln ocptions and direct!ons have heen closed ot as the operatlion has

prcgrassed, Indicating the intended dlrection of the sdvarsary's actlaons.
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To the extent that the advarsary's behavior Is under the control of some
agency that the analyst is able to monitor, the behavior Is more predictable.
For example, In combat the aralyst!'s own nstion will conduct operations which
may determine the adversary's rescrions. |t the analyst knows of the Impending
operations against the adversary, he or she can anticipste the Impact on the
adversary's response. The analyst!'s natlon may be able to control the adver-
sary's accass to Information, as for exampie In Britain In Worid War il when all
Nazl osptonage'agonfs vere captured and controlled by British security forces.
This control of information can allow the analyst to better model the adver-
sarv's jecision process by providing direct access to some of the [nformation
that goes [nto that procsss.

An axample of how Informaticn control assisted intelligence anslysts to
estimate intentions occurred In the Pacific In World War Il pricr to the bdattie
of Midway. Through code-breaking, US. naval Inteiligence was able toc determine
that the Japanese Intended To iaunch a major attack to destroy the rew remaining
U.S. alrcraftt curriers. The Japanese Intended to draw on the U.S. carrlers by
first attacking a kev U.S., land base. The question unanswered by thas code-
bresking was wvhere this land attack vas to take place: Midway, Qanuy, the
Aleutians, the U.S. west coast wvere all passibliiities with Midway being the
prime candldate. To contfirm that the Japanese [ntended to attasck Midway, WS
Navay Inte!iigence conducted an "Inte!lligence experiment,” lssking the
Information that Midway island was short of water., This was plcked up by Jap-
anese | istening posts which reported to Tokyoc that the target for the forthe~
coming attack vas having water prodlems. These sigrals were Intercepted ang
read by the U.S. Nevy contirming the suspicion that the Jiapanese vere aiming at
Midway. The successful trap set Dy the U.S. Navy for the Japanese depended on

this contirmetion by Informsation control.
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It 1s possible to separate Intention estimation Into nrimary steps of
estimation logic, and then duvermine where parts of the process might be strong
or weak. For this we divide est!mation into seven different steps needecd to
reach an analytic conziusion (see Figure 3). These steps are somewhat arbdltrary
and could be comd!ned Into fewer or expanded intc more steps. Nonetheless, they
seem characteristic of Inferanca and deductive reasoning as studlles by cognitive
psychologlsts and seaem to capture the varicus capabliltlies of Individuals to
process information, All Intention estimation involves at some point rthe think-
Ing of individual analysts so an appraisal of the analytic logic needed to make
estimates should serve to reveal scme of the nonchvious perennial dlfficulties
of Intantion estimation.

The mental methods peopia use to procass Infaormation have been !abeled
Syeurlstics®. These a2re usu:aily adequate for the reascning we typically nsed to
do. Certain problems go beyond *he capabiiities of these heuristics, however,
and require more elaborate, less speedy, and lass afticlient methods than
everyday heuristics. OQften i+ Is dlfflcul?t to recognlize that the everyday
heuristics of thinking are inadequate and pecple continue to use them when they

shoul d yse stronger reasoning methods.

Berceiving Jata

One xuch heurlstic, “avallablilty® 1s used when pacple perceive and encude
data (see Figure 4). An analyst often dec! des whether an @vent has often
occurred, and Is thus typlical, or whethor it [s rare and unusual behavior.
Yarious characteristics of events influence how memocradbie they are; the
trequancy of thair ozcurrence, the sallence *o the anaivs? of the avent, [ts

vividness., Freguent, sziient, vivid svents 27e more meacrabie. Memcradility In
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3. Steps in Estimation Logic

Perceiving Data

Weighting Data
Characterizing Data
Assessing Covariations
Assessing Causes and Fffects
Prediction

Theorizing
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Figure 4. Perceiving Data: Availability

ENCODING DATA INFERENCE
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turn Influences Judgements of frequency and |lkellhood. The events we remember
best we tend to belleve are more |ikely or more frequent. Note, however, that
we can belleve an event s frequent even |f frequency were not the
characteristic of the event that led to It being memorable. We may percelve a
vivid or sallent event as frequent, even when [t Is not, because we remember |t
well. Or to put It the other way, we might remember something very wel! because
It was sallient or vivid, and then, because it was memorable, estimate that It
Awas frequent or |ikely. The more events are avallable to memory, for whatever
reason, the more we tend to overestimate their frequency and |lkel [hood.
Uncommon events may be perceived as common,

In intention estimation, characteristics of events gther than their
frequency or typicallity seem to enhance their memorabllity and, In turn, Inflate
analysts' estimates that these are typical behaviors. International crises are
highly sallient and vivid to the Intelligence analysis community and very
memorz.le, |t Is |lkely that analysts tend somewhat to overestimate the | lkell=
hood *that an adversary will shift from noncrisis to crisis behavior In periods
of tension. The "false alarm" rate for predictions of adversary crisis action
will thus tend to be high.

The proximity of cne event In time or space to another event allows the two
to be more easily remembered as connected. Such memorabillty of a connection
may leal analysts to percelve coincldental events as causally related. One
exampie seems To have occurred In the case of the 1969 Libyan coup and the 1973
Cold War., The mere presence of Soviet Navy ships plus these two events
seemingly led anaiysts to suspect causal connections between the events and the
Soviets which better evidence tends not to support.

Causal |inks between events are among the most memorabie data characterise

tics. To the degree that an analyst perceives a causal |l!nk between an adver-
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sary's behavior and U.S. behavior, not only Is the causal |Ink |lkely to be
remembered, but there Is the risk that this memorability will lead the analyst
to overestimate the frequency with which such causal Influence takas piace or Is
Ilkely In the future, Causal !links are dlfficult or Impossible to prove, how-
ever, but are readlly percelved, even when they don't exlst, as s dlscussed
further below. So the combination of a vivid, memorable, but spurious, causal
|ink, and the avallabllity heuristic, couid lead an analyst fo overestimate the
|ikel Thood of a causal relationship that, In fact, does not really exist, or is
extremely rare. Again, false alarms about what the adversary Is able to causs,
or Intends to cause, are |ikely.

A second heuristic which affects the way analysts percelve data Is

"representativeness™ (see Figure 5). When the analyst assesses an event,
certain characteristics and features of the event lead him to Infer the event Is
of one type rather than another, and to estimate what population of events this
particular one came from (e.g., Is this particular behavior "hostile" or Just
"unfriendly™). There [s nothing wrong with this logic [f the anaiyst gives at
least some thought to the population pool Itself; asking If [t Is |Ilkely that
any event, regardiess of |ts characteristics, came from that particular pool of
behavior (e.g., In genaral, Is the adversary's behavior more often "hostlle" or
*unfriendly"?). Some behavior populations are highly lmproﬁable (e.g., the
launching of surprise attacks) making It unllkely that a glven event under study
came from that popuiation, no matter how strong the resemblance might be between
the features of the particular event and the character of that population of
events, (That i|s, many more behaviors may look llke preparations for surprise
attacks than actually are preparations for surprlise attacks.) Unless the
analyst considers the base rate frequency of the population of behaviors as well

as consldering the features of the speclfic event, there |s the possibillty he
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Figure 5. Perceiving Data: Representativeness
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or she will overestimate atypical and unusual events and perceive them as more
common than they really are,

Analysts who attend to the doctrinal statements of an adversary may find a
statement or set of pronouncements that suggest a particular future Intention.
The speciflic characteristics of these statements may be very suggestive of a
future action, e.g., open hostiilty with other countries. These features of
these particujar statements have to be balanced against the base rate of
analogous statements and the base rate of behavior, |f the entire body of
analogous statements reflects a peaceful outiook, or a cautious attitude, the
analyst should reduce the welight glven to the hostile remarks. Similjarly, If
the nation belng monitored has had a history of peaceful relations the analyst
should consider the hostiie statements of representing an unusual departure and
4 possible anomaly rather than a clear-cut Indlcator of the future.

Similarly, analysts ofrten make major deductlons about an adversary's
tactics or strategy using military equipment construction as evidence. That s,
the construction of a particular weapon |s taken as evidence of a particular
intentlion. Such arguments may lose sight of the other naval or millitary
constructicn programs which may represent even greater emphasis or effort. The
use of naval events, for example, as evidence of navai policy or doctrine may
tall victim to the same probiems, that Is, using rare and unusual events to draw
conclusions about typical or general naval behavior,

A tzscinating axampie of the tenyousness of estimates of enemy Intentlions
extrapoliated from estimates of enemy millitary capabliities Is given In
McLachlan's (1968) account of Bri¢ish Naval Intellligence befors and during weorld
war (1. In 1936, when the Germans were constructing their great dattieship
8lsmark, the corsensus of British diplomatic opinion wvas that Germany would

adhere to the Anglio-German Naval Treaty of 1936, which |lmited Garman battieship

T SR D TS mimaeek et e e ey e e it o v S e o ¢ e

e = At

T



slze t0 35,000 tons. This consensus provided the basls for the design of the
British battieship King George Y. The dimensions of the Blsmark and Ilrpltz as
released by the Germans Indicated that If these ships dld In fact displace only
35,000 tons as the Germans claimed, they were of much shallower draft than the
British ship. Although the lower tonnage was doubted by Naval Intell]gencse
nontechnical offlcers, Intelligence opinion was divided. From the Inferred
characteristics (shallow draft and 35,000 tons) the British Naval Plans Olvision
roncluded "the present delsgn of German capltal shlp‘s appears to show that
Germany Is looking towards the Baltic with Its shallow approaches more than In
the past® (quoted by Mclachian, 1968: 136), that Is, the German ships were aimed
more at Russla than at Britain. In fact, Blsmark and Ilrpltz were designed to
be roughiy 45,000 *ons, and the Germans releassd false flgures to the British,
depending on British bellef In the readiness of the Germans to honor the 1936
agreement., The Germans read thelr opponent well; the British Director of Plans
at the fime wrote, "our principal safequard against such an infraction of treaty
oblligations |ias In the good faith of the signatories” (p. 137 In McLachian).
Not only had Germany deceived Britain as to her capabllities, she had the
additional, unintended benefit of an erroneous British estimate of Germany's
naval Intentions. Simllar underestimates based on similar German deceptions
regarding submarlines, crulsers, and battlecrulsers aiso occurred prior to World
War |1 and may also have misied 8ritish estimates of Germany's wlllingness to
engage British naval power with what the British tock to be 2 far less capable
navy than Germany in fact possessed.

Slatlserly, US. un erestimates of the range and pertormance of the Japanese
Zero and the estimate that shallow wvater torpedo attacks were Infeasidie prod-
ably Contriduted rto the Japanese surprise In attacking Pear| Harbor (Woh|setter,
1952: 394).
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Fear of the Luffwaffe!s strategic bombing capabl!lty, overestimated in 1938
by the British Alr Staff, Inflated British Cabinet estimates of Germany's
willingness to go to war over the Czechoslovakla crisis and contributed to
Chamberiainis motivation to capitulate to Hitler, according to some historians
(see Bracken, 1977).

Finally, It Is quite easy to percelve plausible ~duses for almost any
event, and to detect causes that have no actual connections to events, and which
may be qulite rare and atypical. Features of a data sample may iead the analyst
to percelve a causal relationship, but It Is Important that analysts stop to ask
If such relations are generally |lkely or typicai, If not, the analyst should
lower his estimate that such unusual causal behavior Is oécurlng In the case

under study.

Meighting Data
Not only must analysts percaive data, they must weight It, deciding which

pieces of information are Important and which are less critical to their Judg-
ments (see Figure 6). However, psychologlsts have found that, In general,
pecple are not at ail accurate in ldentifying what Information they actually use
to make Jjudgments and decisions. Pecple also often use highly redundant evi-
dence as [f It were compietely Independent Information, In effect, counting as
two sources what [s really Just one. Cues which vary are given more weight than
stable cues, which Is loglcal, but people scmetimes do not notice when a varl-
able cue becomes stable, and may goon giving It | ight welght on the mistaken
assumption that [t contlnues to vary. The more cues that are avallable, the
more ccnfldence pecple fee! about their estimates, even though thay often fall
to integrate ail the additional Information into thelr Judgments, or to make
more accurate [udgments wlth the additional information. Peopie seek out those

data cuyes which are most | lke the answer that |s being sought, To estimate a
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Figure 6. Problems in Assigning Weight to Data

o Lack of introspective accuracy

o Reliance on redundant or highly
correlated cues

o Emphasis on variable cues
0 More cues, more confidence
0 Cue-response compatibility
o0 Salience and vividness
-- Case studies versus base rates

-- Neglect of ncnevents
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tuture attack submarine threat, for example, an anaiyst might seek data on
attack submarines, al though data on naval aircraft or space systems might be
equally Important to answer the question. HIghly sallent and vivid data are
glven more weight than statistical data, or Information on nonevents. For
example, although analysts sometimes use nonevents In thelr estimates, Important

nonevents are often not attended or analyzed.

Categorizing Data

As analysts perceive and weigh data they also categorize them — perception
Invoives the act of categorizing., That Is, people attach a descripticn to a
piece of Information to code it for memory and later Inferential work. Mental
theories and conceptions aid In this process of classlfying and organizing
perceptions and facts.

Perhaps the major difficulty people have iIn categorizing compliex phenocmena
Is In trying to Impose aither/or distinctions on objects or avents which have
tco many dimensions and too few cut and dried boundarles to be so narrowiy
plgeon=hoied. Psychoiogists have found that pecpie typically do not rely on
either/or categorizations of compiex objects or events In making judgments but
instead seem to make Judgments as to whether the object is more or less !lke a
prototype or schematic model of the category In question. In other words,
category doundarles are fuzzy and probdablistic rather than hard and fast.

The tuzzy nature of complex natural categories and the ditficuity In
specitying all the teatures which give an object or event a family resembdlance
to a category may contribute importantiy to conflicts between Inteil! lgance
analysts. For exampie, there are characteristics of Soviet ships that sugges?
they vould de effect!ve detarents to interventions during crises By Westarn

alrcrate carrier task groups. These and other characteristics of these ships

i
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glve them capabiiities to serve in a "blue heit defense plan” against nuclsar

strikas from the sea on ths Soviet homeland. Similarly, depicyments of Soviet

ships share features that relate to both the diplomatic and strategic misslcns.

Deciding whether 2 particular event was diplomatic or strategic In character can

b very ditficult because of the fuzzy boundaries of these categories. Often
analysts can dc no more than to conclude that a particular asvent was more |lke
one category and !ess | ke the other but aiso a [{ttie [ike both, Nor does it
seem to be any easier to categorize doctrinal writings, military equipment
construction, operational or deployment patterns, or dipiomatic events; all
these compiex events can be categorized as having a family resemblance to stra-
tegic or diplomatic missions, offensive or defensive objectives, cautious or
expansive tendencies. At best the analyst will be abla to make only probablis~
tic Judgments as to the categories In which an event belongs. Oebating plgeon-
holes Is far less useful than attempting to measure the strength of family
resembi ances.

It Is Important, when generalizing fran a sample of data, to be consclous
that certain data sampling methods dias the Information In predicatble ways.
One such blas Invelves rolas. For example, the role of deterrer Inacricls,
l.a, the party that ac’s t0 deter another party, has a bdullt=in role conferred
dins. Namely, it the adversary does nothing, tha deterrer can credibly claim
success |n detaerring, even though the deterrer actually may have jone (1+tle and
the lack of action Dy the deterred was dus *o ofher factors (a.g., the adversary
lacked any incentive tc act)., The deterrer Is a {ittie Ike the man who
scatters corn tlakes around hiaseit to keep the Bengal tigers away. Wher you
point out *hat there are no tigers in the neighdborhood, he desms at you and
takes cradit for his amazing doha;ron? powers.

A secong type of sampiing Dias occurs when an anaiys?® atrencs a part hut
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not ail of a data conflguration (see Figure 7). In panel A of the hypothetica:

exampie, the entire Jata configuration Is shown. Various blases can be seen In

panels B, C, and 0. When the whole pattern |s considered ail one would want to

conciude 1s that Soviet naval events of all types are twice as frequent In the

7

{atter time perlcd. Blased sampling, however, might |ead to the concluslons

that Soviet diplomatic naval activity has doubled, or that strategic forward
deployment has doublied, or that the Soviets are now twice as |lkely to engage In

strategic as opposed to dipiomatic forward deployments.

s
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Real examples of such blased sampilng can be found In naval analysis. For
if exampie, McGwire (1976: 166) srgued that the Soviets surveyed the Indian Ocean
from 1667 to 1569, making many dipiomatic port visits to scout out facillities,
and then visited very few ports thereaftar, having found the facilities they
neaded. Peter:an (in Oismukes and McConnell, 1979: 91-92) disagreed, writing:

While It Is true that a drop In diplomatic vistis to Indian

Ccean ports was registered in 1970, I+ Is ngt true that

"very few" visits have been made el sewhere In the region

since then. Between 1970 and 197!, for exampie, no fewer

than 30 diplomatic visits were majde to Indlan (cean

countrles other than Somalla and South Yamen. in

comparison, only 23 vere made to Medliterranean ports during

the same perloa.

The total data configuration |s shown In the flgure (see Figure 8). There

were nearly twice as many (ndlan Ocean visits as Med[terranean cnes, but [n the

ia*ter parlod the ratio of visits isnot 2 to ! hut 1.4 to 1. While visits per

year incraeased in the Medlterranean over the two periods from 2.3 t0 4, In the
indlan Ocean they decrezsed trom 10 per year t0 5.5, Perarsen's compar!ison of
30 to 28 visits Is blased and aisrepresents the far higher level of overait
visiting in the i(ndian Oceen and the sharp deciine of visiting ia thar occean In

the latrer time period to 3 level comparadie to that in the Medlterranean.
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Figure 7. Hypothetical Example of Biased Sampling

A. Soviet Naval Events

Diplomatic Strategic

Perward Forward Total

1954-1967 15 30 45
1964-1974 30 60 90
Total 1954-1974 45 94 135

B. Column Bias: (a) Diplomatic Forward Perspective
(b) Strategic Forward Perspective

Diplomatic Strategic

Forward Forward
1954-1963 15 30
1964-1974 30 60

C. Row Biasg: New Soviet Navy Perspective

Diplomatic Strategic
Forward Forward
1984-1974 3¢ 60

D. Total Bias: Overall Perspective

Diplomatic Strategic
Forward Forward

Total 1984-1974 45 %0
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Figure 8. Number (and Percentage of Diplomatic
port Visits in the Indian Qcean and Mediterranean
by the Soviet Navy 1967-1963, 1370~-1976*

Indian Ocean Mediterranean Total
1967-19469 J0 (43%) 7 (208%) 37
1970~1976 39 (57%) 28 (80%) 67
Total 1967~
1976 69 (100%) 35 (100%) 104

* Data from Peterzen, Table 3.2 (p. 92 in Dismukas and
McConnell, 1979.)
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Qata Covariations
Analysts must be abie to discern relationshlips between sets of data to
Infer that one sat of evsr.rs covaries with another set. For example, mllltary
anajysts must assess the covarlation between an adversary's strategic needs and
military activities, between political commitments and crisis behavior, between
capabl!ities and actions, etc., to understand and predict military Intentions.
People have diftlculty percelving unexpected covariations and tend to
percelve expectad covariations even when there are none. That Is, people are
far too ready to datect theory-driven covarliations In the data they process and
unable to see unexpectad data=driven covariations unless they are overwheimingly
;frong. Psychologists have found that peopie underestimate covariations, l.e.,
strong corralations (e.g., r = .6 to .8) are perceived as weak relations, and
near perfect covariations (r = 8 to 1.0) are percelved as merely strong
relations. Unexpected relationships, evea when near perfect, tend +o be misseqd.
Uniess an analyst expects to find a covariation relationship, he or she
will tend not to notice one uniess It Is very strong. Consequently, strong
relations may go unnoticed, or underestimated. Prtential Indicators of future
activity may be overiooked and Important predictable patterns may be neglected.
On the other hand, psychologlists find that people wili percelve an
expecteu, theory-driven covariation even when none exists in the data set. What
seems to happen is that positive occurrences are noted, l.e., those cases when
the two expected events do, In fact, occur together. Those cases where one, but
not the other, event occur are neglected. The analyst thus amasses a convincing
IIst of confirmations of the relationship but has Ignored al! the disconfirming
cases.

Such difflculties In assessing covariations can be found in naval analysls

(see Flgure 9). For example, one analyst argued that Soviet diplomatic naval




Figure 9. Problems in Ascassing Covariations
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o0 Theory-driven correlaticns are perceived, even if absent
in the data.

.

Theory: The expansion of Soviet diplomatic
visits in the Indian Ocea, 1967-1976.

Data: Correlation between year and number
of visits: -.38.

0 Data~driven correlations ar= not perceived Lf absent from

theory.
Theory: The intensity of diplomatic wvisits
reflects the prominance of political
concerns in the Indian Ocean squadron S
mission structure.
Data: Correlation between ship days and

diplomatic visits: =-.65.

Correlation between ship days and
lengths of visit: =~.83.

0 Illusory Correlations

e.g., naval presence and coup occurrences.

38




visits In the Indian Ocean expanded In the years 1967 to 1976, reflecting Soviet
Interest In th2t area, This Impllss a positive relation; more visits per year
as the years go by. !n fact the relation Is negative: there were less visits
as the years went by in this period. The data suggest there was a contraction,
not an expansion, of Sovliet dlplomatic visits In the Indian Ocean. On the other
hand, unexpected correlations can go unncted. One analyst expected that as the
Soviet Naval Squadron spent more ship days In the Indian Ocean, the promlnance
of Soviet political concerns would Intensify diplomatic visits. The data
reflected Just the opposite; the more ship days the Snviets spent In the Indlan
Ocean, the fewer the number and the shorter the duration of diplomatic visits.
These unexpected (and unnoted) negutive relations were quite strong. Flnally,
when a theory suggests a reiationship should exist, colncidental co-occurrences
may be taken as confirming evidence. On several occaslons the pressnce In the
area of Soviet shlps has been Interpreted as related to the occurrence of coups,
or crises, although there was |Ittle eviderice to substantiate any connection

between the events and the Soviet!s prasence.

Cause and Effeqt

Covariations are Important in thelr own right, but also because they are
crucial data for Inferring cause and effect relationshlps., The analysis of
causes Is one of the Intelligence analyst's major objectives; having causal
understanding of an adversary enables you to predlct his future actions.
Oetermining causes |s one of the most difflcult of Inteilectual and Information
processing operations, however, and one for which a myriad of analytic aids are
not just useful but often necessary. Our [ntultive, unalded reasoning and
Judgments about cause and effect are often In error. Even scientists sometimes
find nonexistent causes for events.

Psychologlists find that there Is & strong tendency to perceive as having a
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causal role anything on which we focus our attention when considering cause and
effect (sea Flgure 10), Futher, If an actor [s percelved to have a certain
Intention, and an event occurs bringing about the desired outcome, there Is a
strong tendency to view the actor as having caused the event, aithough the event
may have occurred for other reasons, We attrlbute the behaviors of actors we
are observing to their Intentlions, dlspositions, and motives and underestimate
the degree to which thelr behavior Is controlled by the environment, the situa-
tion, or the contaxt they are In,

70 the degree an actor’s behavior has Important consequences and the actor

can foresee the consequences of hls actions, the more we attrlibute the actor's
behavior to a profound motive, That Is, the cause Is percelved to match the
effect: If the effect |s profound, the motive, or cause, must also be equally
profound. This Is a manifestation of the representativeness heuristic, the
tendancy to assume that features of the causae should be representative of the
features of the effectu. The probliem is that ravher trivial causes and motives
can lead to very profound consequences.

|t an actor Is percelved to foresee hls actious' consequences, the cbserver
tends to attribute the actlons to Intention. For example, the Soviet Unlon's

wvar fighting outiook Implles foresight; the anticipation of general nuciear war,

There |s a tendency to assume that, |f the Soviets are able to plan and prepare
tor such a war, they may Intend to wage such a war to win thelr own ends. The
Soviets may thus be seen as bullding a nuclear blackmall capabillty. Of course,
It !s also possibie that the Soviets have no confidence In their own deterrent
capsbility, and prepare for nuciear war, not optimisticaiiy for biackmall, but
pessimistically out of a toar that they cannot forestal. [t.

In "magical thinking", the features of effects are used to gulde the search

for caus9s -- causes a~e sought which resemble e7facts. Perhaps the worst
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Figure 10. Problems in Assessing Causes and Effects

o Dispositional vs. situational attributions
e.g., explanations of forward deployment

o Profound motive fallacy
-:'f? ; o0 Foreseeability implies causality
4 © Magical thinking -- causes resemble effects

. e.g., capabilities cause intentions, can do ==
- will do

0 Minimal causation

g o Causal hydraulics
. ¥ e.g., desire for military superiority precludes
3 = desire for detente

- ¢ Parsimony and "Indiscriminant Pluralism”
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example of maglcal thinking |Is when the anaiyst lets himseif Lelieve the
adversary's Intentlons (causes) follow from or resemble thelr military
capabilities (effects). In perticular, there Is the danger of caiculating the
worst the adversary gguld do and then reasoning that that Is what the adversary
will do. Alternatively, the analyst may be tempted to caiculate the |imits of
the adversary's capadility and then estimate that the adversary would not
undertake missions that exceed those apparent |Imits. "Minimal causation®
refers to the tendency to accept the flrst reascnable cause that fits the dota
as the gnly cause. After people find a plausible cause to explain an effect,
they seem to stop searching and the hypotheslis that muitipie causes contribute
to an effect [s rarely tested.

"Causal hydraullcs" are a colorful way of describing the tendenc, to
bel iev:: that causes compete and compensate for each other In producing effacts.
That Is, an analyst might belleve that If strong political forces are producing
some behavior, tnen milltary or naval factors cannot also be contributing at the
same time. Ths notion that bureaucratic politics shape an adversury's behavicr
and that competing agencies and Interests are contending for Influence Is
especlally subjwct to causal hydraullc reasoning. The danger Is that necessary
causes may be misliabeled as sufticlent causes.

A tinal problem In causal reasoning !s the tendency t2 seek a plausible
cause for every behavior. This can easily lead to what cne historian termed
“Indiscriminant pluralism® -- an attempt to propose a causa for everything. The
probiem with etforts to explain everything s that one ends up with too many
explanations and no adillty to predict. There Is no way of knowing which
explanation to use for the future situation. This Is why sclant!sts seek

persimony, the fewest possible causes sufficient to explain and predict. The

D



smalier the number of causal explanations that can account for events, the

better the chance these causes will predict the future.

Prediction

Predicting and forecasting are central tasks in fnfelltgence analysls.
Analysts, however, have been charged wilth belng unable to accurately predict
elther the capabiiities or intentions of adversaries. Some recent prediction
failures are shown In the figure (see Filgure 11).

Many expianations of fallures of Inteiligence predictions seek the causes
In unique characteristics of Intelllgence estimation. These expianations are
made | ess compel | ing by the fact tha forecasting and predicting are not done
with much accuracy [n other flelds. Recent reviews by Ascher {(1978) and by
Hogarth and Makridakis (1979) of popuiation, economics, energy, transportation,
technology, and business forecasts found that prediction In these arsas Is
rarely accurate. This suggests that problems of forecasting and prediction are
general ones, not |Imited to Inteilligence analysis.

Pecple need to perceive thelir world as orderly and predictable. The more
peopie belleve they control events or that events are controllable (even [f such
control Is lllusory), the more predictible the worid seems to them. This [{lu-
slon cf control can lead to predictions made with great coni!dence of events
that are In tact controlied by chance. Forecasters may percelve the future as
more predictable than !t Is simply because of their efforts to predict I+,

Paople see pattern and order where none exlsts because of their need for an
orderly world, There are extremely strong perceptual tendencies to structure
the anvlronnanf and make sense out of It In order to organize perceptions,
People rareiy consider the possidillty that the environment may have random or
prodbabliisric elements, Instead they see events as determined and fIxad or

ordered dy r~eguiar mechanistic (not probabdbillstic) processes.
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Figure 11. Prediction Problems

Prediction Failures

- Bombers

- ICBMs

- IRBMs

- Launchers

- MIRVs

- Defense Expenditures
- Surprise Attacks

- Crises

- Peace Offensives

General Causes

= Illusion of Control

- Illusion of Order

- Faulty Assumptions

- Unreliability of Judgment Vice
Statistical Relations

- Illusions of validity and overconfidence

- Inappropriate Techniques

- Theory-driven overprediction
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Forecasters often reach dlfferent conclusions which all reflect a similar
blased {naccuracy. Ascher (1978) conciuded that forecasters making estimates In
the same time period all tend to share the same key assumptlions, and to the
degree these are wrong, tend to maks the same mistakes. The analysts' key or
core assumptions may be much less carefully scrutinized than data or methods,
but bad core assumptions may produce greater error than flawed data or
I nappropriate methods.

For many medium- and short-term forecasting tasks, simple stat!stical trend
extrapolations are often more accurate than are analytic Judgments, or
theoretically elaborate or methodoiogically elegant forecasting methods., People
have very high confldenca In the superior accuracy of thelr Judgments, a level
of confldence unwarranted by the demonstrated [naccuyracy of their predictions
relative to simple statisticai methods. People are sometimes most confldent
when they are |east accurate.

Often forecasters employ highly Inappropriate techniques which virtually
assure an [naccurate prediction. One very overworked and abused technique Is
Delphi. The famous economist, Paul Samuelson, noted that:

the greatest error In forecasting Is nct reailzing how

important are the probablllitles of events other than those

everyone |s agreeing upon.
To the extent that Samuelson Is right (and there are several reasons why he
probably Is) then a technique |lke Oelphl s doomed to Inaccurate predictions
because It focuses the experts' attention upon the probabliities on which
everyone has agreed., Oelph! systematically seeks out the extreme predictions
and the unexpected, low probability conjectures, leaving only the middie range,
concensus probabllitles most of the experts had already thought about. The

extremes that Delphl eliminates, however, are the most |ikely *o predicet
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surprises and unexpected events., Oelphi Is appropriate only It surprises or
unexpected events are not going to occur, But If we can be assured of that
degree of crderiiness, we do not need Oelphi; simple statistical extrapoiations

will do better and cost less.

JTheory

The use o theory, the | ast analytic step, |s much fo be commended in any
prediction or forecasting effort., There |s the chance, however, that the theory
will suggest more order and predictability in the data than really exist, lead-
ing analysts to over-predict, That is, the anasiyst with 3 theory may make more
extreme predictions with greater conf!dence than the data and the analyst's
prediction record would warrant (see Figure 12). One of the main reasons for
using thecries Is to make accurate predictions, The anaiyst must take care not
tc use theory wishfully, and to keep gradicting distinct from thecry testing.

Creating and modifying thecries of the adversary should be cne of the major
goals of the Intelligence analyst. Whether they acknowledge them or not,
analysts are always using something |lke a theory as they proceed through the
previous six estimation steps. The danger of using theory Is that It can so
easily and pervasively color the other data processing steps, leading to percep-
tlons of data, covarlat!ions, and cauyse and eftect that are not accurate or
val ld,

Philosophers of sclence argue that the best procedure for retining and
testing thecry Is to try to disprove I+ In whole or part. !n generzi, however,
psople (inciuding sclentists) tend to test theorles by the far less productive
and less valld method of accumulating contirming evidence. A thecry that sur-
vives repeated a.vacks Is | lkely to be more valld than one that has masses of

contirming data to support [+ but has never been sudjected to a ciscontirmation
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Figure 12. Theorizing Problems

o Theory-biased consideration of evidence
o Counfirmation bias
o Difficulty of using disconfirming evidence

o Infrequency of explicit multiple hypothesis
testing

0 Pergeverance of discredited thenries
o0 Overconfidence -- inference versus perception

¢ Failure %o learn from experience

7




effort. |t is no simpie matter to arrange valld disconfirmation tests for
compiex, real-worid phenomena; !t Is difficult to establlish the necessary con=-
trols and to sufficlientiy lsolate the cruclal elements of the theory to deter-
mine the meaning of the tests, Similar problems occur with confirmation tests
but they are psychologically more easily overiocked. Analysts tend mcch more to
amass confirming data for a theory than to expllicitly attempt to discontirm a
theory.

Like most peopis, analysts Involved In hypothesis testing rarely set out to
pit opposing theories against each other and explicitly test them against the
same data bases. Some efforts are very worthwhile from a methodological
viewpoint, but require diligent and rigorous methods to keep orderiy all the
loglcai implications of the data. It 1s also difficult te evaluate cases of
partial data support, l.e., there Is no good metric for measuring partial
support for a theory.

Psychologists and historians of science have found that people In general
and sclientists In particular are often unwilling to give up their theories evsn
in the face of massive discred!ting evidance., Once a theory |s accepted It
becomes quite easy to explain away any confllcting data as artifactual, biased,
Improperly anaiyzed or Interpreted, irreievant, etc. An accep*ed theory quickly
becomes entwined with other theories and belléfs which tend to support and
bolster the thaory when confilcting or anomalous data are recelved. A far
higher standard of evidence !s demanded for disconfirming evidence than is re~-
quired for confirming evidence. Such an attitude |s approriate oniy to the
degree that the theory |s making proven, accurate predictions. Anaiysts should
be mcre skeptical [t the theory [s unproven In appiicaticn, or has a checkered

past In making predictions and forecasta.

] o e - L St ST e el N tmize ot ——- . b e e g e me ot i g
= S m—. h& . T TR = e i ’~-v_'-ri ‘j’??‘_«)*‘:&r:i TB r




‘n

fa

- 4 .
V47 RGN e e S

People have remarkabiy high leveis of confidence In their own analytic and
Inferential powers == actually overconfidence, since they are often more confi-
dent in their judgments than they are accurate. On the other hand, people also
seem reluctant to credit as accurate thelr perceptual senses and memory for
psychophysical judgments, Peopie can make very accurate judgments with these
capabilities but seem to have jess confidence In them than In their deductive
and Infereitial reasoning powers. This suggests that anzlysts might try to make
greater use of methods that capitaiize on their perceptual sense (e.g., using
data reduction and display techniques that empioy graphic comparisons) and rely
on mental Inference and deduction only to the degree that some external criteria
of vaildlity can be summoned for assistance,

The characteristics reviewed above of how pecpie use and maintain theories
make [T very hard for people to learn from experience that thalr theorles are
wrong or lnaccurate. B8ad theories can survive a great amount of palnful
experience. People tend to assume a deterministic, well-ordered worid with neat
conceptual boundaries and they have difflculty using the stochastic data the
worl|d usually generates.

Fortunately, many of thesa same Information processing problems have been
encountered before In different flelds, and methods have evoived to cope w!th

them. Some of these aids and their features are described In the nex?t section.

C.  ANALYTICAL METHOODS
For the purpose of this research project ve have consldered four generai

categories of analytics! alds to the prodbiem of estimation of Intentions.

. Judgmental methods employing sagaclity {the understanding of an
analyst or estimator of relationships betveen subtlie cues and
behavior), control (intellligerce experiments that provide
predictive Information by controlling the information avaiiabdle
to an adversary), and acumen (the rasult of pure reasoning and




the appreciation of the others! point of view In a par+icular
place and time).

2. Analytlical alds Invelving such techniques as event coding and
content analysis that support spec!tic slements of the astimation
process.

3. Extrapolation modeis based on past events and data, and

4. Structural representations or models which take Into account
structursl realities or changes with respect to leadershlip,
capabliliities, and other state-of-the-worlid factors.

These categorles are not mutuaily axclusive In that spec!flc analytical aids may
tali Into several of the categorias. Further, any astimate cf Intention must
generaiiy draw upon all four categories of aids. Cleariy, the ultimate
estimation must be based on judgments of the reality cf critical assumptions,
sltuations, and responses that might be Indicated by an analytical ald. Quanti-
tative analysis In the extrapoiztion or structural reprasentation categories can
compr!lse between 10 and, say 80% of an Intention estimat!ion depending on the
situation. !n all cases subjective judgments must be aoplied at some stage.
Also, some portlion of mos? estimation problems will be amenabiec *o quant!tative
analysis. The art of estimation Is to seiect and bieng anpropriate methods and
the cbjective of this ressarch Is *o assist in that procass.,

Specific analytical methods that may be used in supprot of Judgmental

analyses Include:

) scenario writing to explore a range cf zlircumstances and
responses in an internai.y consistent framework that can de

reviewed and evaluated by a third party

o avallability and representative heuristics.

The heuristics can be alds or mental traps depending on the sivuation snd their
applicaticon, but must be I|isted since they represent dasic psychclogica! proces-

5@s In the percapiici and inregration of gata, The avaliadiilty heuristic ceals
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with the ease with which memories and stereotyped constructions of events can be
retrieved by an Individual. The representative heuristic In a judgment strategy
that involves the use of sallent features of a sample to Infer [ts membership In
a8 specific category or class representing behavior or response.

Analyticsal alds to the extrapolation category of estimation include the
statistical methods of covarlant analysis and regression analysls. These
techniques may be used to extrapclate both Intentions and capabllitles based on
past observations. Both probabilistic and determininistic methods may be
employed.

A wide range of analytical alds may be drawn for the structural
representations category of estimation. This category of analysls breaks firee
from the problems Inherent In the extrapolation processes, but requires a more
detaiied understanding of cause-effect relationships and characterization of
changes In capabllities; leadership, and other pertinent factors. Techniques
employed here Include Bayesian analysis, factor anaiysls, decision analysls, and
other structural modeling techniques. Intsntion estimates using thess methods
must draw upon reiated sfudles of ellte structures, technical capabllities,

logistics, and dﬁploymenf.
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ttt.  COMPARISON AND EVALUATION OF ANALYTICAL AIDS

This chapter describes a varlety of quantitative alds that have promise In
dealing wilth the analytic problems noted for the various steps In the estimation
process In the previous chapter. |t also outilines how the Important analytic
features of quantitative methods can be assessed by the analyst consldering

thelr use.

In describing these techniques we attempt to touch on several aspects. The
technique Is briefly described, [f possible using an example from Intelllgence
anaiys!s (several cases are taken from an earller study of Soviet naval
analysis, Stech, 1981), The major theorstical and methodologlical assumptions of
the method are described and the nature of the Input data required Is outllined.
The output of the method Is discussed and reiated *o estimation probiems that
might be alleviated. Some other a2spects that are touched upon include the
descriptive, Inferential, and deductive power that the technique might provie,
the startup and malintenance costs, the flexibillty of the technique to deal with
new or Jitterent research questions, the need for special equipment training or
expertise, any any [nteresting character{stics of ths methods (see Brownel |,
Stoll, and Thomann, 1980 for a simllar evaliuative format for estimative and
analytic technlques).

There are many promising anaiytic methods and exper|mental techniques that
apply to the estimative problem areas, Some of these techniques are used now by
analysts (but apparent!y !nfrequently! and have been applled to various typas of
Inteillgence estimation. Some have not yet been used by Intelllgence analvsts,
SO far as we know. All ot these methods are almed at compensating for or
preventing the Information processing blases that can occur In unaided analysls.

They are ali analytic alds, not substitutes for analvsts or analytic reasoning.
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The edltor of a recent compendlum on quantitative approaches to political
Intelligence In the ClA observed (Heuer, 1978: 1):
The behavioral revolution In academic political sclence has
been virtually [gnored by the (ClA} and the Intellligence
community as a whole.
Although Heuer saw the narrative essay as continulng to be the dominant form for
Intelllgence estimates, he recommended greater use of quantitative tachniques
that:
«.help to trace the loglcal consequences of subjective
Judgments, extend the mental capacity of the Individual

analyst, force the analyst to make hls assumptions explicit,
or help organize complexity (p. 8),

The alds described below are designed to enhancs analysis of intentlions by

moving toward the goals Heuer |isted.

A.  PERCEIVING CATA

The three main problems regarding the perception of data are (1) the
nonperception of nonevents and negative evidence, (2) the use of avallablllty
Intformation, and (3) the use of representative features of samples to estimate

population characteristics, to the nec¢lect of base rate data.

Events and Nonevents

Anaiysts must render a contlnuous, undifferentlated siream of [nformation
on the adversary Into discrete, discriminable, describable entities. Perception
Is discrete rather than continucus. The adversary s perceived as pertorming a
series of discrete actions. These actions divide the stream of Information Into

segments or units.
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Psychologists have begun to investigate how peopie segment thlis stream of
Information Into series of dliscrete actlion ovents. One main finding Is that the
density of events becomes greater the more unexpected the action. That is, when
people observe highly organized, predictable, stop-by-step actions, with a clear
hlerarchy of subordinate and superordinate goals, they tend to segment the
actlion perceptually Into grosser units., People resort to shorter units when
percelving unexpected action. Organization of the perceived action becomes
extremely fine-grained Immedlately after an unpredicted, signiflicant event
occurs.,

Most [nteillgence analysts are fami{|lar with the Impact of crises or
"surprises” on normal operations -~ requirements on Intei!ligence production
Increase greatly. Much mcre fine-grained analysis Is cailed for than normally.

One consequence of thlis difference In event perception [s that dlfferent
coding categories are applied to the cases of expected and unexpected events.
Actlons during a crisis may appear dlfferent from everyday actlions because the
former are subjected to flne=gralned coding, while the latver fit grosser, more
tamiilar schemas. This suggests that analysts make strong efforts to keep thelr
tine~grained segmentations comparable (through aggregation) to thelr day-to-day
coding of actlons. This will allow for meaningful comparisons of crisis and
noncrisis eplisodes. Such comparisons may be preciuded [f the analysts' flne=-
grain categories of coding events In crisis are not comparable with the grosser
normal coding.

It Is also Important that psychologists have found that as percelved
behavior becomes more motivationaily Important to the perceiver, grosser codling
units tend to be used. That is, durlng an Impcrtant crisls, the consumers ot
estimates may tend to use grosser codings of events at the same time that

anaiysts are using more tine-grained codings. (This assumes that declsion-
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makers and operators are under greater motivational pressures than are
analysts.) That [s, arousal leads to a tendency to focus on a few relevant cues
and decreases the range of attention, while amplifying Its intensity.

Severai studies have shown that peopie segmenting action Into larger unlits
make noutral attributions as to causes: Il.e., the actlons are attributed to
both situational factors and dispositions of the actor. When using smaller
unlts of analysls, people tend to attribute action to the actors aione, not to
the situation. This suggests that analysts during crisis should be aiert to (1)
3 tendency toward "hypervig!lance", or the close monitoring of only a few
Indlicators, (2) the possiblity that estimate consumers may be locking for very
gross organizations of action while analysts are generating extremely fine
anaiyses, and (3) analytic categories for crisis action may be [ncompatibie with
the categorlies used for normal actlons, possibly producing a false analytic
dichotomy, especlaily regarding the causes of action.

A method which might help analysts to code a stream of Information [nto
useful categorles was demonstrated by O'Leary and Coplin (1675; 182 ff.) for
Statement Department Inteliigence analysts using data on conflict acts between
Egypt and Israel. Rules tor coding each type of event on a scaie of viocience
were used to score the entire event serles. Analysts were then able to
graphlically follow events In terms of elther the frequency of events of
dlfferent leveis of violence, or In terms of the level of violence Itself. Such
graphs and codings enable the analyst to capture, respectively, the grosser
relationships between events and the flner-gralined details of actions. By
allowing the analyst to demonstrate patterns and trends !n events, coding rules
and methods ald In the observatricen of nonevents and negative evidence.
Interryptions, omissions, and nonoccurrences are easler to detect against an

orderly background of actlon trends.
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Qata on Fraquencles

The avallability heuristic Is fundamentally the tendancy to substitute
memorablilty for an estimate of frequency. To the degree that more objective
data on frequency are readlly accessibie, the analyst should fedl less compelied
to use avallabllity as a substitute. Two techniques for systematic frequency
recording In Intellligence analysls are event coding and content analysis.

Event coding has become a staple method In efforts at crisls forecasting
and prediction (see, o.g., the March 1977 Issue of nternational Studies Quar=
terly on "international Crisls: Progress and Prospects for Appllied Forecasting
and Management® or Kaplan, 198! for a coding of the polltical use of Soviet
milltary power). In general, elaborate rules for coding events or actions are
speciflied which are then appiled uniformiy to the stream of events. This allows
the anaiyst to make quanti{tative comparisons on any of the dimensions created by
the coding scheme. Glven the widespread use of event analysis [n early warning
Intelllgence and crisis forecasting, !ts absence In other areas of analysis Is
striking. Some naval analysts make use of event tabulations (see Petersen, [n
Olsmukes and McConnell, 1979: ch.2, Tables 2.12-2,1%, for a detailed listing of
Soviet naval operations), but the even?s are ncot elaborateiy coded and frequency
analyses are uncommon., Naval analysts now use some event categories (e.g.,
trequencles of diplomatic port visits) In thelr studles, so they do not seem
adverse to the concept. |t may be that more complex codling of Soviet naval
events walts on a taxonomy of naval actions to provide the coding framework,
McConneil's analysis of the "rules of the game® (ch. 7 In Oismukes and
McConnell, 1979) might provide an initlal step tor devaloping such an event
coding system, and his classification of cases (Tables 7.1 and 7.2) provides a
rough coding scheme (see Cohen, 1380, tor an assessment of “rules ot the game*

analysis In estimation),
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Event coding techniques make several methodologlical assumptlions the analyst
should conslder. In order to code events the coder must recelve some raport of
the event, a cable from the embassy, an Intelllgence report, a wire service
story, a news article. Those Indlviduals and agenc}es doing the reporting are
also affected by the same event perception phenomena we outiined above., As
events become more unexpected, the denslty of reporting will [ncrease, This
changes the character of the reporting from crisis to non-crisis perlods, makling
comparlsons across periods problematic unless specific efforts are taken to
control for the finer grained perceptions of the crisls periods. There Is
Ilkely to be a signiflcant feedback effect from the analytic community to the
poilcy community to the reporting sources. |[f zn embassy, [nteiligence collec-
tion organizavion, or news gathering team learns that the analytic and pollcy
communities are monitoring a particular problem or area they are |lkely to
Intensify their reporting of events and will report events that might otherwise
have been Igncred. The consequence s that the basic rate and character of the
reports changed. This is critical because voiume of reporting s one Indicator
used In event anaiysis. Fosltive feedback effects may signiflicantly distort
such an Indicator.

Evert coding requires varying levels of lInput data. depending on the pur-
pose of the analyst., I(f used to monltor all world activity [n the hope of
anticlipating crises and ™ot spots" a continuous stream of events must be coded,
l.e., from the public press or monltored news broadcasts. On the other hand,
Individual analysts might deveiop a coding scheme to track varicus events over
time for a particular country, e.g., Incldents ot civil disorder, requiring
considerably less coding volume and effort. Like any pre-dgtermined coding
scheme, event analyslis s vuinarable to the problem that the I(nitlally estab-

iished coding categories may be Inappropriate tor {ater analytic tasks. Coding
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events In terms of cooperation and confllict, for examplie, might be [nappropriate
If the analyst |ater must determine variation In types of confilct. No coding
scheme s sufficlientiy flexible fo anticipate all the future research questions
the analysts may need to answer.

Content analysis has been applied to [ntellligence proolems since World War
Il (a.g., George, 1959) to determine objective frequencies for actions, events,
or statements., Content analysis |s generally applled to verbal or written
statements (e.g., propaganda, speeches, memolirs) to determine such things as
authenticity, trends In semantics or rhetoric, shifts In Interests.

Soviet naval analysts Friedheim and Hehn (1977) made Imaginative use of
content analyti¢c methods to determine Soviet positicns in Law of the Sea (LOS)
negotiations., They described (p. 345) thelir technique as follows:

Soviet pesitlions on flve of the major Issues that the USSR
had entered Into the UN record were measured by thematic
content analysis of statements by official speakers who
expressed for thelir governments a preferred positlion...This
provides a systematic record of all major peints made by aill

states |n these negotlations since they began In 1967,

This technique ailowed Frlecheim and Hehn to conclude, for examplie, that the
Soviets have been somewhat fiexible on the issue of free transits of straits,
but Inflexible on tishing rights. They were aiso able to "score” natlionai
positions on LOS Issues so that Soviet views can be compared with U.S.,
Japanese, or other national positions. They also compared the USSR positlons
with those of Important individuais, e.g., Admiral Gorshkov.

Content analysis has been used to address traditional Kremlinological
issues, o.g., vhat the attitudes of Soviet elites vere tovard Leonid Brezhnev
(Neuer, 1978). Heuer analyzed how sixtasen Soviet alites reterred to 8razhnev.

He found an Index Ot personal reterence rank-ordered the sixteen elltes In terms
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of their pollitical support for Brezhnev much [lke a panel of three CIA experts.
A recent study by Kirk (1980) of all public speeches by members of the Soviet
Pol Itburo between 1972 and 1979 offers some Interesting content analysis re-
suits. Ouring World War || analysts became very adept at Inferring Nazl Inten-
tions from the analysls of the content of Axis propaganda (See George, 1959).

Content analysis has the advantage of belng systematic and having clear
rules of coding and Inference, aspects lacking In more Impressionistic mcdes of
Inquiry, It has a varlety of drawbacks however. It [|s extremely |abor
Intensive. The reading and coding of every document or speech pocssibiy relevant
to a particular Issue can requlire large numbers of man-hours and muitiple
coders, Introducing the prodbiems of [ntra- and Inter-ccder rellability. Texts
In forelign language may not code equivalently In translated form, requiring
original language coding, or valldation experiments with parallel coding In the
original language and In Engllish to determine if coding of the translations Is
feasible.

Often the coding In content analysls conslists of highly ooJect!ive cate~
gorles such as frequencles: how often has 3 gliven expression occurred (n var-
lous medla. Other codings are more subjective, as when pronouncements are coded
as cooperative or confllictual., The rich symbollsm In the use of |anguage makes
clear-cut coding of all linguistic meaning Impossibie. For example, Irony lIs
always subject to possible misinterpretation, and may not be appropriately
coded. Euphemism, tone, analogy. simile, and Aesoplian language are various
forms ot sophlstocated expression that may confuse content coding and lead to
miscategorization of expressions. The context of the communication may or may
not affect I[ts content. Speskers may or may not express what is on their minds.

These problems Intiyence the Interpratation ot the results of content analysls.
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Each coﬁfenf analysis project requires the establishment of coding
categories and ruies for classiflcatlion so that the coders know how to assign
content to classes. While it |s these rules that lend objectivity to the
practice of content analysls, I+ aiso |eaves the technique inflexible [ ¢ new
research questions arise that were not considered when tha originai categor'es
wvere determined. New gquesticns may require the re~coding of the same material
to check for the new categories. The most modern methods of computer text
reading and text storage will alieviate this problem of Inflexibillty to some
extent, but such techn!ques have not been applied widely to content analysis and

I+ will be some time before a fully flexibie macnine~assisted content analytic

procedure exists,

Eeatures of Samples and Pogulatlons

The represantativeness heuristic is the tendency (1) to assume that a
sample |s entirely representative of the popuiatisn from which the sample was
selectsd, and (2) to neglect features of the population *hat are not In the
sample, The methods that reduce representativeness are those that [mprove the
chances that the analyst's appralsal of a sampie will accurately reflect the
tfeatures of the population.

A common mznifestation of the representativeness heuristic [s the tendency
to overamphas|ze case-speciflic Information and underemphasize base~rate data.
This suggests that anaysts should give more attention to statistics or central
tendencies (means, medians, and modes) and dispersion (variance) In sampies.
Analysts rarely report such Information and typically seem no* to yse simple
descriprive statistics. Even the moving average (a smoothing statistic),
commonplace [n trend analysis and forecasting, ls rare In intelligence analysls

estimates, with the exception of those that deal with economic statistics.
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One technique used by analysts to develop the featuras of a sample Is
expart opinion. A psnel of experts |s requested to specity features or aspects
of a probl!em that are Important for anaiysis. The analyst then c¢ollects data on
these features for a sampie and uses these for projection to a population. For
examplea, Ivanoft and Murphy (NPSP, ch. 7) devaloped nine composite tachnical
parameters that could be used o assess and project Soviet vechnical progress In
antl-ship cruise misslles,

The trends In these composite parameters are est!mated and then !|vanoff and
Murphy wrote (p. 153):

«~.concluslions are drawn on future adversary systems that

vill be deveioped...This...requires a synthesizer rather

than an analyst..a2l| consliderations of Soviet practices are

marged with the factual evidence of the quantitative

analysis. Future systems are synthes.zed and describded...
Thorpe (NPSP, ch. 8) used a panel of experts to determine the mission priorities
for each Soviet ship, alrcraft, and submarine. Since many Soviet naval
plattorms are deemed mu!ti-purpose, Thorpe's objective was to quantity thelir
muitipie features.

Oawes (1974) praposes that the roie of the sxpert ir predictive systems
should be to determine which variables seam *o be Important and how they should
relate to the prediction:

There !s no vay of know!ing aspart from (the expert) what
varlables should be looked at. And the man knows what
variables to look at oniy because he knows something about
how they predict (p. 524).
Once the possibie predictive teatures are idsntitied, Dawes recommends that thay
be systematically tested In a model to verlty that tho ewxpre-*=selacted varliables

Jdo predict. That Is, in contrast to the traditional use of oxperts, as [n the

Ivanott and Murphy study, where experts selected variabies, and then synthes!zed
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Judgements from them, Dawes recommends the experts select the varizbles and the
synthes!s ang data Integration be done mathematicaily or mechanically. This
recommendation |s based on the fact that humans are consistent!y Inferior to
mechanical Intformation Integration systems whan synthesizing complex dJdata
patterns,

The use of experts to single out predictive variables and the combination
of the variables In a mathematical mode! has been termed "naramorphic represan-
tations™ (Hotfman, 1960) of the experts, and the use of the mathematical com~-
bination of variables to Improve the Judgements of the experts has deen termed
"bootstrapping® (Dawes, 1971; Goldberg, 1970). Modeis of the exper* Judges out-
perform the Judges themselves because the mathematical Integration of I[nforma-
tion |s more rellable and consistant than human [ntegration. Human assessments
suffer from Inconsistarcies and distortions *hat are irrelevant to the problem
being anaiyzed, whereas the mathematical analysis [s more reilabie. The pre-
dlcition model 1s immune from boredom, fatligue., distractions, or variable appll=-
cation of the Integration ruies. To the degree that the human expert has less
than perfect reilabdbility, error |s added to his or her predictions and can only
reduce the accuracy of the estimate.

Paramcrphic and bootstrapping models usually are simpie | Inear combinat!cns
o0t predictive variables. Experts often reject such simple models as deing
{nappropriate for what they percelve as complex, nonl!near, conflgural tasks
{e.g., Slovic, 1969). The evidence from repeated studies suggests however that
the exparts perceptions ot their tasks do not conform tO the!r 2wn predictions,
which tend to be |inear combinations (see Chan, 1981 tor a review of studies).
Slaple linear extrapolations of known trends are usually more accurate
forecasting methods than coaplex predicticn sysveas, at least for the short and

sediun teram (Mogarth and Makr!dakis, 1979).




A psychcloglcal technique that has had very Ilttie appllication In
Intelllgence could ald greatiy in systema’lzing expert opinions on the features
of events or any other samples of stimuil. This |s the technology of metric and
nonmetric multidimensional scallng, tree-fit++ing and ciustering. These methods
will be discussed more fully below. under Charactaer]zing (ata. but are
Introduced here to demonstrate how they may aid In constructing meaningful
perceptual categories for analysts from expert or analyst generated data.

Shepard (1380) recent!y summarized research on these methods, which are
"computer based methods for constructing representations of the psychocioglcal
structure of a set of stimuli on the basis of palrwise measures of similarity or
confusabi|ity®. These techniques yiaid three compiementary representations of
psychological structures: dimensional szales, taxonometric tree-structures, and
cluster!ings.

Generaliy, thls technique us.s Judges to assess the simllar!ty between
pairs of stimull or to sort stimuil Into categorlies. Alternatively, stimull
pairs can be presented to peopie for judgments of *same” or "¢l f+erent®. The
simliarity ratings, In the flrst case, or confusicnh scores, In the second, can
then be mathematically fitted into a dimens!onal soace or Into sets which pre=
serve the psychological similarities and difference. hat ean The stimui! [tems.
Elther Individual experts, cr groups of experts, can have their judgments thus
scaled or clustered. The output ¢f such techniques Is a set of dimensions or
categories on which stimul! oblects can be measured or compared.

in other words, one means Dy which Thorpe (NPSP, ch., 8) might have
approached the problem of mission priorities of Soviet savy platforms would be
to present each pair (of all possidle pairings ot piatforms) and ask for 3
rating of the similarity of missicns, These expert generated data would yleld a

set of dimensions or 3 taxonometric tree structure on which plattorms with
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missions perceived to be similar would be closely Iccated, while plattorms which
shared no missions (In the experts' opinlons) would be found far apart. These
dimensions or the shape of the taxonomy tree wouid be the fundamental mission
aspects of the platforms In the perceptions of these experts, However, [t Is
|ikely that the ciustering or a hlerarchical tree-figure would better rerresent
the mission varlables perceived by the experts than a set of dimensional scalas.

Why should one use scallng/cliustering procedures to abstract
dimensions/structures of mission pricrity for Soviet Naval platforms? Why not
mereiy ask experts acout thess missions, as Thorpe did? Flirst, experts do not
all perceive stimuil In exactly the same manner. Whlile Thorpe's method may
allow an estimate to be made of the differsnces between experts (e.g.. range of
opinion), how It does this !s not clear since the experts' opinions are shifting
due to the Jelphl technique, In contrast, scaling/clustering gives a precise
measure of unaccounted variance. Second, experts may have highly complex multi-
dimensional preceptions which they cannot r¢ y dissect without aid. Intro=
spect!on may be [nadequate to abstract the- o ceptual categories or dimen-
sions. Similarly, an analyst could use such techniques on himselt to |earn what
categories or ¢imensions seemed to be !mportant (n a complex, mult!dimensional
problem. Third, [t |s feasible, at least In theory, to obtain these scaling/
clustering resul *s unabtrusively, at a distance, a.g., from the writings ot
Soviet naval ott!cers or authoritles.

The latter application of scaling requires content anaiysis of the co-
occurrence of descriptors with objects. For example, suppose Scviet Admirai X,
a naval expert, aiways decribes the Xresta | and Kresta ! crulsers with ldentl=
cal moditiers. Furthermcre, a3ss te some of these modiflers are used *o descride
Karas. but none are used to describe Xrlvaks. A measure of simllarity can de

obtained by means of the degree of ovariap In use of modlitlars for these angd
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other ships. These similarily measures, In turn, can be used to determine the
degree to which (and the categories or dimensions on which) Admlral X percelves
these salp types as similar or different (Rosenberg and Jones, 1972; Rosenberg
and Sediak, 1972). Similarly an analyst might Investigate the perceptual dimen=-
slons of Soviet statements on missions (e.g.., sea denial, anti-sea |lnes of
communlication, efc.), doctrine (e.g., protection of state interests), events,
capabllities, etc. That I3, merely by describing stimull, Soviet spokesmen are
reveallng considerable Information on the perceptual categorles and dimenslons
they apply to ccmplex objects and events. This Information can be abstracted
from thelr statements by analysts and evaluated with scalling or clustering

techniques.

B.  WEIGHTING DATA

The fact +hat people often cannot accurately report the welghts they attach
to data In making estImates suggests that explicit "pollcy capturing™ asses-
sments of analysts may assist them to understand and Improve thelr estimation
processes. That Is, an expliclt effort can be made to model or capture the
quantitative elements of the estimation process of the analyst including data

weighting,

Pollcy Captyring

Figure 13 shows schematically how this can be done. A controlled set of
data stimuli (S) are presented to the analyst and the analyst's estimative
response Is observed (R), The right side of the dlagram suggests that analyst's
astimation process, The Input stimull and the output response for thls process
must be quantifled; l.e, they may be quaiitative In nature origlnally but they

must be scaled, coded, or rated by the analyst to yleld at least a more-less,
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Figure 13. General Estimation Diagram Illustrating Prediction Analysis
(on the left) and Process Analysis (on the right). Stimuli (Si)

a common to both.*
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From Shanteau and Phelps, 1977: 258.
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plus~minus quantitative estimate. |f the Inputs can be quantiflied directly,
analyst coding of them [s not needed. Thls process Is repeated with varied
stimull sets, [.e., the anaiyst sees a new set of data stimull and makes a new
estimate.

The anaiyst's welghting pollicy Is captured by using the sama coded data
stimul! sets to mathematically predict the analyst's estimative responses, R.
Shown on the lett In the dlagram. That is, using the same inputs, S, we solve
for the combination rule which makes the optimal responses, Y, as close as
possible to the analys*'s responses, R, The comblnation rule found wli{l reflsct
a8 set of objective weight values that Indicate the welghts used by the analyst
{n his or her estimates. The cbjective welghts provide [(ndices on the degree to
which the analyst used each of the input data stimull dimensions.

Two mathematical pollcy capturing methods are commonly used, |!near
regression and Bayesian analysis (Slovic and Lichtensteir 1971). |In general,
the |Inear regression method has been used more of- tor assessing data
welghts, but the Bayeslan assessment of the "dlagnosticity" of data can also
provide Information on the degree to which analysts walight data (see Edwards,
1978),

It the Important dlmenslons are known on which analytic judgments are made
(e.g., from a muitidimensional scaiing of analysts' similarity Judgments, see
above) analysts might slmpiy be asked to rate or rank the dimensicns In impor-
tance. These welghts can then be compared to the pollicy capturing objectlive
welghts to determine the seif-insights of the analysts Into thelr judgment and

Informarion processes.

Bayeslan TJechnlques

Bayeslan estiImation methods have bsen used extensively In Intelllgence

analysis (see Slovic and Lichtenstein, 1971: 717-721, and Slovie, Flschhotf, and

P e i =7 e e e T T e p—
. N oL



Lichtensteln, 1977: 25-28, for reviews and references). In general, these
methods heip analysts Integrate probabllistic data into thelir Judgments,
avoldling the tendency to wunderweight such data and not adjust posterior
probabllitles sufficiently. A recent application of Bayes!lan methods to the
probiem of estiamting probabllities of a Middle East confilct was described by
Schweltzer (In Heuer, 1978, ch. 2,. As Schweltzer noted (p. 19) these
techniques have been appiled to a variety of Intelllgence estimation Issues:
the | lkelihood of a North Vietnamese offensive In 1974, the probabi!lity of a
Sino=Soviet confllct, the chances of an Arab-Israell war, and the analysis of
order of battie data (p. 13).

Bayeslan methods have also been recommended as a means by which the
estimates of different experts can be effectively combined. Hennessey (1977)
recommended a Bayesian paradigm for the systematic cumuiation of evidence from
ralated studies. He suggests this would overcome three widespread difficulties
wiich make research data dlfficult to !nterpret: (1) the clrcultous and nonin-
tuitive ioglc of traditlonal statistics, (2) lack of agreement (often jatent and
Implicit) among analysts on the substantive and technical premlses adopted In
research arguments, and (3) the low dlagnosticlty (weakness) of research data
tor distlinguishing among alternative hypotheses. Morrls (1974, 1976) recom-
mended Bayes!an methods for Integrating the Judgments of experts Into a single

estimate and outlined a possible combination of mechanism for this (1976),

Sample Size and Base-Rates

dzyeslan methods can also help the analyst with a common welighting probiem,
the tendency to overwelight case data and to undervelight base-rate data. By
successively updating prlor probabi!lties, the Bayesian techniques “bul!d" base-

rate data into the estimation process. They also tend toc scale down
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overwelghted case data by adjusting Its Impact downward via the prior
probabi!ity base rate.

Simpler methods can help analysts give more welght to groups of cases then
t0 the most recent, vivid, or sallent case. When case data are coded, use of a
moving average tends to "smooth out" extreme data points (l.e.,, highly sallent
or vivid cases) and adjusts recent points to reflect the recent base-rates
(l.e., the span of the moving average). Comparing case stat!stics to the cen-
tral tendency for all cases (e.g., averages) allows the anaiys? to put the case
Into perspective, .

The use of averaging, moving averages, and Bayesian probabliity updating
also reduces the tendency t¢ overwelght data from extremely smal! samples, and
heips reinforce the law of |arge numbers, that sstimates based on |arge samples
of cases are more representative than estimates based on smail sampies. The two
main obJectives In these methods are to help the anaiyst to aveid under- or
over-reacting to a single plece of Information, and to use the cumulative

information contalned In base—~rate data.

Redundancy and Yarlance

Analysts can control the tendency to overwelght redundant cues by computing
the correlations between them and reducing the welght attached to a highiy
redundant (correlated) varlable. Simllarly, the analyst should note the vari-
abllity Inhls data and reduce his weighting of a cue which stops varying and

becomes static.

C.  CHARACTERIZING DATA
A varlety of memcry diases ware discussed which atfsct the characterization
of data and I[ts organization Into categories, factors, classes, and

generalizations. Problems were noted that result from attempts to Impose
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"elther/or" categories on events or objects which share simllarities as well as
dltferences. The tendencies to place events and objects Into taxoncmies was
discussed and the possible blases that may resuit were described. A varlety of

anaiytic methods and paradigms can help offset these difflculties.

Alding Memory

The remarkable abl!!!ty of naval analysts to recail Information Is due
largely to their complex conceptuai schemas for percelving relationships between
aspects of the Soviet Navy. Thess schemas allow analysts to effIcIeany code,
store, and retrieve Information. !n general, however, the schematic ruies which
govern these processes are tacit and Implicit in the analysts! narrative
estimates. One Implication of this !s that anaiysts may disagree becasue thelr
dlfferent schemas |lead to different parceptions and memories of the sare or
similar data sets. Since the schematic rules for processing these data sets are
not expiicit, such sources of dlfferences cannot be expllicitly determined.

This suggests that |f analysts make thelr schematic coding and storage of
Information more explicit, the job of detormining the sources of dlfterences
among analysts In categorizing data would become easier. Analysts would be able
to compare categorization systems and contents expiicitly, as well as comparing
their conclusions.

The tremendous growth of data base management systems and management |nfor-
mation systems in business, adminstration, and government reflects the apprec!a-
tion of the need for extensive and tlex!ble means for accurately coding, stor-
ing, retrieving, and organizing Intormation. Whlle these systems tend to 59
most often applled to quantitative data, they can also be applled to coded event
data or content snaiyslis dara, Klirk's (198C) content analytic data on Soviet

poiltical elite speeches, for exsmple, is stored !n a data base mansgement
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system, greatly facilitating extensive data retrlieval or manipulation and empli=
rical Investigations.

In earller work by Stech (1981, ch. 4) an example was used to demonstrate
that a naval analyst's conclusion was based on blased sampling; Stech used that
analyst's expllicit coding of events (diplomatic port visits). Had these
explicitly coded data not heen avalliable, we couid not have determined that the
analyst's conclusion was based on a blased sample.

Naval anaiysts themselives complain of being unabie to deduce the I[mplicl?t
coding schemes of other analysts. For exampie, McConnel (SNI 612) wrote:

McGwire and Erickson..count on their subjective Impressions

of "tone" and "thrust" to tell them that Groshkov [s an

advocata, | respect the convictlion behind this approach,

and perhpas | avold It only because I'm not good at | t...It

has been my exper!ence that others have a so-so record [n

this, too, as often as not.
Making subjective Impressions Into expllicit coding rules Is often a falrly
straightforward (If not always simple) process that is In keeping w!th the
sclent!flc requirement that subjective !mpressions be replaced by quant!tative
measurements. Such coding greatiy helps analysts determine the vajldlty of
thelr own and others Impressions, as wall as facl|itating accurate recail,

Event coding and content wvnalysis also ald the analys* [n efforts to avold
*select!ve retrleval®™, by faclllitating the recall of the actual orlgina! data
rather than a retrospective recenstruction of |t., The tendency to "construc-
tively remember® events, a process affected by hindsight and a varlety of memory
biases, |s minimlzed [ the analyst can quickly ascertain all the othar casés
that fall! Into a glven category, or that compare favoradbly on sallent dimensions
to a case in point, Mechanical codlng systems provide the analyst this abillty

to organize and manage stored information and help minimize ¢he analyst's need

to rely on limlited and taliible memory.

N

Ty g s e

3¥




Ancther reason analysts should make greater efforts to code thelr Impres-
slons Is the tendency for memory to ijlstort psychophysical Impressions of ex-
treme cases. Extremes (biggest, worst, smallest, etc.) are well| remembered as
being extreme, but their recailed dimensions tend to be less extreme than the
original dimensions. Psychologlsts have made consliderable progress in devel-
oplng methcds for scallng, scoring, rating, or otherwlise measuring psychological

sensations (e.g.. see Anderson, 1979). Analysts might empioy such functlionai

measuremant techniques to rocord the magnitudes of thelr original Impressions so

that current [mpressions could be maintained for later, accurate compar!sons
with future Impressions. Andersonr (1979) reported results from a study by Leon
that are reievant to the present study. Adults' and chlldrens' Impressions of
"naughtiness® were recorded for varlous Incldents that varlied In terms of the
degree of sever!ty of damage done, and In the Intent of the person doling the
damage. Naught!ness was found for both adults and children to 2e a |lnear
function of both severity and of [ntent, but children waighted Intent less and
damage more In deterwmining naught!ness than did the adults. It Is highly iikely
that many naval analysts conceive of threats as deing a function of capabliities
and intentlons. |+ would be very useful to try these psychologlical technlques
to determine how analysts emphasize these two components of threat for varlous
specitlc Issues and questions, and to be able to reccrd thelr Impressions over

time In some form of comparable metric.

Assessing Prototvpes, Categorles and Qimenslioos

Stech (1981) argued fthat pcaple conceptual ize complex eveats and objects In
"fuzzy" categories with 100se, overlapping Ddoundarles, rather than In
"either/or® plgecnhoies. This lmpllies that category membership s a matter of

“tamily reasemdliance™ and that stimull are coded In terms of many dimensions




refative to a central prototype. Anaiysts wOUIG D€ DeSI 3G I veu 11 1ne..
Impressions could be coded on the natural dimensions they themselves use 1o
perceive avents or objects, and if thelr subjectively meaningfui concepts of
family resembiance and prototypicallty were the bases for the coding and content
analyzing of data, Rather than Imposing arbltrary coding dimensions, or content
anajysis categories on the analyst, recent psychologlical research suggests that
it Is possibie to determine explicitly the natural categories or dimensions the
analyst uses. These natural categories, or dimensions once made explicit, could
then provide the analyst the ability to systematically characterize his or her
Impressions without grossly distorting the analyst's cognitive process. This
psychoiogical research alsoc suggests that the natural categories or dlimenslions
are rareiy completely explic!t In the analyst's mind before such assessment.
These techniques may thus help make the analyst's methods and assumptions more
accesslible, In keaping wlth Heuer's (1978) recommendations,

Objects or other stimull can be considered to have a set of features or
attributes. A person’s total data base concerning any given object [s rich In
centent and compiex In organization and form, !t Includes features of appear-
ance, meanings, functlions, relationships, history, and ail other properties that
are known or can be deduced. When faced with a particular analytic task (e.g.
to ldentify the object. or determine Its similarity or dissimilarity from other
objects) people extract and complile from their data base a (Imited |Ist of
relevant features to perform the task (\versky, 1977).

There are two approaches that can be taken to relate objects to one an-
other. (One measures the d!stances between the features of objects In a geome-
tric sense. The othar considers the overlap of common features relative to
uncommon features [n a set-theoretic sense. Which of these two approaches are

used to ldentify, quantlty, ond crganize prototypes, categories, or dimensions
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w111 depend on the objects, the task, or both (Stech and Tversky, 1977; Shepard,
1980). Some problems facing naval analysts have a natural dimenslional struc-
ture, e.g., estimating the sever!ty and probabl!ity of +hreats. Others have
hierarchical structure that may reflect an evolutionary process In which the
objects all have an Initial common structure and |ater develop additional dls-
tinctive features. An exampie of the latter might be the classlflication of
Soviet Navy platforms.

Soviet naval analysts have no wldely accepted method for classifying the
Soviet general purpcse navy Into Its component missions. Thorpe (NPSP, ch. 8)
attempted Yo develop such a method using Delph! techniques. A varlety of
problems occur when Deiphl technlques are used (see, ea.g., Morgenstern, Knorr,
and Helss, 1973: 25-26). For example, the range of expert opinlon converges
sharply, although thers Is no normative reason why such convergence should |ead
to greater estimative accuracy. The csntral tendency of expert Judgments often
shifts, but In a manner that has no discernibie ralation to the new Informat!on
avajlable to experts. That Is, It I|s unciear whether Delphi Is an approprlate
mechanism for Information Integration. DQelph! Is also costly and time-
consuming.

Clustering and scalling techniques offer a far more promi.lag method of
categorizing Judgments by experts and analysts than the questicnable and costly
Oeiph! method. For exampie, to determine how analysts classify Soviet general
purpose platforms In terms of wart!me missions, Thorpe's object!ive, one could
follow the procedure used by Rosch and Mervis (1975) to classity vehiciss (see
aiso Tversky, 1977: 338). Analysts would be asked to IIst al| the possible
wartime missions, or aiternatively, one could give all anailysts a Ilst of
missions, as Thorpe dld. For each wartime mission and each plarform, analysts

would be asked to |Ist those features of the platform that were raolevant
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(positively or negatively) for that mission. These |lsts provide the wartime
misslion=reievant features of eacn Soviet platform rsor each analyst or expert. A
master catalog (sometning |lke Jane's Ships) of features and attributes for each
platform could be made availabie to ail analysts, listing weapons, &lectronics,
beam, draft, propulsion, etc.,, to refresh the analyst's Impressions and to serve
as a codebock for the |Istings.

It I's then possible, using the |Ists of features, to determline for each
palr of platforms the number of common and dlstinctive features. From these
data It Is possible to predict with high accuracy the analysts' ratings of
simllarity between platforms given any wartime mission. using the data on
shared and nonshared features and (derived or obtained) ratings of similarity,
clustering programs can be used to determine a hierarchical clustering dlagram.
This diagram provldgs a detalled classification of each platform!’s percelved
capabiliities, relative other platforms, to perform each wartime mission. The
diagrams created by these programs reveal the main cognitive categories used by
the anaiysts to make these Judgments. That (s, not only are Soviet Navy pilat-
torms cateqorlized by wartime mission, as Thorpe attempted, but the clustering
algorithms allow us to determine the main dimensions the analysts used to make
these judgments, The latter [nformation cannot be derived from Thorpe's Oeiphl
method. The net result from the clustering approach would be a cliassiflcation
dlagram for each wartime misslion showing how each Soviet platform compares wlith
all other pilattorms [n accomplishing that mission, how the analysts grouped
plattorm. of simlilar czpabli!iities , and how (and why) [ndividual platforms and
group4 of platforms dlfter from ¢ach other in pertorming that mission.

These feature analysls techniques also allow us to determine for aach
wartime misslon the prototypic teatures for that mission., A measyre of famlly

reseabiance {distance from the prototype) for each piatftorm can be derived from




these data which aliows dlrect scaling of the rankings of Indlvidual,

multipurpose naval ships and aircraft among a varlety of missions. That Is, a

ship with an extremely close resemblance to the prototype foir a particular
}j : f mission would be scaled to have a high ranking for that mission,

Thorpe's analysls requires that !f a platform has a high welight (percent)
‘ tfor one mission, 1+ must have a low welght for other missions (l.e., percents
¥ can only add up to 100), This forces "either/or" distinctions Into what are
: j actually "and/both” judgments. For exampie, a modern Soviet ship such as the
f; f Kresta || may be a far bettar antichip plattorm that the obscliete Krupny, but In
| Thorpe's method, the former gets 20 percent for antiship (because of [+s heavy
walght for ASW) while the laltter gets a 70 percent. While Thorpe's method may
be necessary for the eaconomic analyses he performs, [t Is probably highly
misieading as a reflection of analysts' categorlzation of platforms and
missfons. in Thorpe!s method a Saviet choice of an obsolete Krupny over a

Kresta || would be scored as an increased Soviet Navy emphas!s on *he antiship

alssion simply because the Krupny, [neffective as [t may be at antish!p wartfare,
Is even |ass capable of ASW. This seems to be an absurd conclus!on no naval
analyst wouid make. A more meaningtul measure of mission priority would be ¥o
measure the famlly resomblances of sach year's new Soviet platifarms to the
mission prototypes. Th!s would aliow mission compar!sons without impesing the

unreascnadie vrade~oft logic of percentage estimates.

lntention Categories

The classiflication of Soviet naval platforms provides 3 ready appilcation
of modern categorization methods to Soviet capadl!ities. The many overlapping
and nonoveriapping teatures of ships provide an easily quant!tled basis for such

analysls.
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With approprlate adaptations the same categorization methods might be
applled to Issues of Intentions as well. For example, naval analysts develop
models of Soviet naval behavior In varlous situations and cases (e.g..
McConnell, In Dismukes and McConnel!, ch. 7). |t should be possible to assemble
I1sts of *he features of thesa s|+tuations and cases. Analysis of these features
could then jetermine the dimensions on which analysts perceive Soviet? intentions
2s varying. The dimenrsional structures obtained by analysis of overiapping and
nonoverlapping features could be evaluated by assessing the analyst's percep-
tlions of simifarity and dlfferencas between cases., These |atter data can be
used to create a dimenslional space that should ccrrespond to the dimensions
obtained from features analysis.

In short, modern psychciogical techniques allow a quantitative assessment
of samantic and perceptual dimensions or categorlies. The natural categories can
be determined and then used as the basis for explicit coding and quantitative
analyses. Because the dimensions and categories are cbtained from the analyst's
own cognitive reiations, they tend to yleid Intultively useful classificatlions,
which, however, are not Intultively obvious and often cannot be obtained by
other methods. An I[mportant consequence [s that the quanfl?aflve coding based

on these techniques Is |ikeiy to be high In qualltative meaning to the analyst.

Eactor Analvsis In intelllgencs

Several recent studies have attempted to quantify the factors analysts use
In analysis. - Qanigren (in Heuer, 1978, ch. §) transiated a complex theory of
intarnational pol!rical violence [:+t0 about f!fteen separate social and societal
tactors, or varlables, and various relationships among them. A panel of
Intelilgence analysts assigred numer!cal values to ea.h of the theory's

varigbles and the median scorings across andiysts for each variabla vere used o
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evaluate the thecry. Note that Oahigren did not derive the variables from the
3i;§ ? analysts' cognitive relations, but from a theory of political violencs.
One Intelllgencs application of the teatures similarity technigues de~
- scribed above was Kent and Wlley's (in Heuer, 1978, ch. 8) use of multidimen=~
slonal scaiing to determine voting blocs In the United Nations. While useful
and suggestive, and well-recaived by the anaiysts, the results of this lnvesti-
gation are ambiguous largely because the wrong methodoiogy was appllied. VYoting
bloc analysis Is Inherently a ciustering or qrouping proalem, rather than a
;,° i dimensional problem, Rather than multidimenslonal scaling, Kent and Wiley
shouid have appiied a clustering or tree-building technique, and attempted to
deveiop a voting dbloc taxonomy., A cluster or tree diagram would be much more
¥ representative ot the voting subgroupings, which Kent and Wiley set out to find,
than are the scalling dlagrams they derived from voting similarity data. The
5 main point, hovever, Is that intelligence anaiysts have used thesa psychcologlical
methods on features similarity data with some suyccess.
Friedheim and Hehn (SNP, ¢ch. 18) used content analysis of Unlted Natlons
?‘ documants on the Law of the Sea to determine Soviet posi{tions on varfous [ssues
;é; under negotiation In the Law of the Sea talks. For each issue (e.g., rights of
transits through straits) the frequency of varlious themes mentioned (e.g.. free
tfranslits with exceptions and Iimits) provided a score for that theme. By scor-
Ing themes, Frledheim and Hehn were able to compare the viaw of the United
States, the USSR, and Admiral Gorshkov on several Law of the Sea Issues. Fried-
heim and Mahn were also able to pradict hNow often nations would favorabdly

aention various shemes dy regressing characteristics of the countries (e.g..

geographiczl characteristics, econoalic interest, atc.) against the thematic
scores. This technique 3ilows the anaiysts to determine factors which seem toO

woke 8 ditterence in bdargaining positions. For example, the important tactors
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for the USSR position on various issues were (p. 254): membership in +the East
European caucusing group, major merchant fieet, Blue Water Navy, major fichling
state, distant water flshlng, stralts state, broad shelf, major mineral pro-
ducer, major ol! producer, and offshore oll producer.

Several uaval analysts have developed methods almed at assessing the
Intentlons of Sovliet ship designers. These methcds take an approach that
Includes explicit decomposition of design requirements and ship features and an
attamot to loglically refate one set to rhe other, Whiie nelther of the two
methods dec<~ribed beiow used the psychometric features anaiysis methods
described above, both suggest that systematic use of features data is not
foreign to navai mnalysts.

Kehoe (SNI, <h. 19) presented a methodology for assessing the factors
uncderlying warsnlps design which Is qulite compatibie with the psychometric
approach outlinea above, He determines the ¢ Ip mission requirements for
pavioad and performance In terms of various factors: hul!{ slize, seakaeping,
propuision speeds, crulsing endurance range, habitabllity, payload, electronics,
anc weapons. These are the +-jes of features we suggested above that analysts
could assess and |ist for ‘fous naval plattforms. In hils chabfer, Kehoe
compares trends |n these features for Soviet and U.S. <'.lp types over time.
Kehoe had experts evaluate the trend data and rank the major design
characteristics Into priority order, or as Kehoe put It (p. 380):

«ownlch of these design characteristics appeared to "get

the biggest plece of the cake"™ [n the ship design process?
The experts determined that Sovliet ship designers emphasize factors In the same
priority as did the United States In bullding Worid War || vintage ships.

Another means of determining priorlty was not used by Kehoe, but has been

used In other flelds to Jetermine critical features of technologlical change.




This Is to regress varlious design features fo predict some feature of technical
merlt., One such feature Is Initlal operating capability dats, which Is a
surrogate for modernity, The question then becomes wnich design factors seem to
be driving Soviet ship developments? A simllar technique was used by Alexander
and Nalson (1972) to assess the factors Influencing Sovliet and U.S. alrcraft
turbine engine desligns.

Kehoe evaluates his data on design factor frends In terms of varlious Soviet
mlissions (e.g., sea denlal), It would be Interesting to use the features
anaiysls methods out!!ined above to determine natural taxcnomles or dimensions of
Soviet shlps, and to see If similar mission categories or dimensions emerged.

Meier ‘3NI, ch. 20) describes a different method almed at the same objec-
tive as Kehoe'!s, determining the relative priorities glven by the Soviets fo
firepower, sustained combat, command and controi, speed, endurance, seakeeplng,
protection, and personnel support. Meler's method Is a reverse englnesring
process which uses an tterative computer program that attempts to determline
feasiblie design requirements, standards, and practices from the features of the

finished ships.

0.  ASSESSING COVAR!IATIONS

Stech (1981) noted the tendency of pecpie to overestimate the strength of
thenry-driven covarlations and to negiect or underestimate the strength of data-
driven covarliations. We also found this tendency seemed to extend to naval
analysts. OQbviousiy, the most direct remedy for these problems Is to Increase
the use of quant|tative measures of co~occurrences, Such measures should be
hablitually applled to any data that could concelivably be related. This will
tend tc raduce bellefs In spurlous thecory-drlven correlations, because accumu-

lating evidence will fall to support the theory, and +o drcw attentlion to
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unsuspected reiationships. Only some of the observed correlations in data sets
will be meaningful: some wlll be spurlous statistical noise, and some will be
statistically reilable but uninterpratable. None of these sre major problems.
Perhaps the main probiems are to encourage analysts to glve data-driven pat-

terns of co~occurrence serlous cons!deration, and to recons!der theorles which

are unsupported by data patterns.

Actuarial Modsis and Backcasting

Referring to Figure 13 we can note the optimal response, Y, glven on the
feft side of the dlagram. This Is the best prediction possible given the
objective values, X, of the stimulus Inputs, S. For example, a naval analyst
may be abie to measure (X) severai features (S) of the Soviets' bullding program
for a particular shlp class. The analyst may regress these agalinst actual
production figures In the past (criterion values) to determine the optimal
combination rule. This rule can then be used to predict future output, Y. This
process Is labeied actuarial and as was out!ined In Chapter 4, the actuar!al
prediction process !s consistent|y superior to the procass shown on the right In
Figure 13, the clinical process. That Is, when estimators attempt to Intul-
tively Intagrate Information on the Inputs, S, using a psychological combination
rule, they are less accurate predictors than an actuarial model of the same
Judgments.,

This suggests that analysts make greater use of actuarial models In
formulating and revising thelr theories about covarlations. We wll! have more
to say about these techniques below under "improving Predictions". One of the
ndvantages of actuarlal methods Is that they force the analyst to assess the
relationships between criterion values ar* Input data. Actuarial methods force

the analyst to conslider the strength of theory=-driven covariation hypothases In
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| Ight of past data. |f the theory-driven relationship Is absent In the past,
the analyst must reconsider using the theory as a basis for future predicitons.
This use of actuarial techniques and past data to check suspected theoretical
relationships Is a form of "backcasting", l.e., an attempt to correctly estimate
when true values are already known., |f a theory cannot successfully fit past
events, I+s valldity for the future Is questionable. If the theory consistently
over- or under-predicts past criterlion values, the analyst can made corrections
to "deblas™ the error, and thus Improve the theory's accuracy.

The actuarial formula provides the optimal predicticns given the [nput
data, but it may not be as useful or I[nterpretable as the analyst's theory. In
other words, the analyst may wish fo retain and Improve his or her theory (which
Is heuristic and Interpretable), whlle using the actuarial formula for making
predictions., As the theory comes to resemble the actuarial formula, the former
becomes more accurate as a predictor, and the latter becomes more Interpretable.

In effect, research on ('inlcal and actuarial Judgment suggests tvhat
estimators should attempt to assess covariations between Input data and
criterion values If an actuzrial method |s possible. When actuarial methods are
possible they provide the optimum dascription of the covariations between Input
data and criteria, and greatly simpl!fy assessment of covariation,

It Is Important to note that the expert judge must speclfy what the Input
varlablies are to be. Actuar!al modeling Itself cannot determine what Input
stimull should be consldered as predictive of the criterion values. Both the
anaiyst's theory-driven hunches and amplrical data-driven search for possibie
correlations can provide clues for the Inputs to the actuarial methods. Only
the naval analysts can know what varlables are |lkely to be worth checklng as
possible predlctors of future Soviet behavior. The actuarlal method |s the

optimal means of assesing these hunches.
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Beotstrapplng

When criterion values are known or knowable, as [n Soviet ship inventorles,
It Is possible to fit regressions of input data on the criterion values to bulid
actuarial prediction models. Analysts, however, are often called upon to
estimate values for which there are no clear criterion values, e.g., the level
of Soviet threat. In these cases analysts Judgmentally provide the measure of
the criterion values, declding , e.g., whether the Soviet threat Is high or low,
No objective criterion values exlist for such cases agalnst which to compare
predlctions, l.e,, the Y or R In Figure 13 do nct correspond to any unamblguous
measures.

This lack of criterion values does not el !minate the possibllity, or the
need, for systematic methods of assessing covarlations. Psychologists have
determined that |linear models which fit regression equations to past clinical
Judgments (l.e., the R's in Flgure 5.1), can be used to replace the clinlcal
Judgment process. Such models outperform clinical Judges because they eliminate
variations In human reilabllity. Reilablil+y places an upper limit on valldity,
If rellablllty Increases, greater accuracy [s possibie.

This technique of modellng the Judge's Judgments and then using the
Judgments of the model has been |abeled "bootstrapping", l.a, pulllng the jJudge
up by his bootstraps (Dawes, 1971; Goldberg, 1970). Bootstrapping wiil I[mprove
Judgments silghtiy under aimost any reallstic task conditions and [t can be
applled dlindly, In cases where criterion Information Is absent or vague, w#lth
the expectation that the predicitions made w!l| be Improved (Camerer, 1980).
Futhermore, as long as the regression model of the Judge determlines the I[nput
varlables for the predictlon, determining the exact welights used by the judge Is
not necessarv; equal welghts are about as good (Dawes and Corrligan, 1%974). In

other words, the welghting parameters of the bootstrapping model need not be
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very speciflc once the right variabies are Identified. The key again Is knowing
which varlables to try and the only reallstic source for these Is the expert.
Once the naval analyst ldentifles the varia.les that seem Important for making
an estimative Judgment, the bootstrapping method can best determine the actuai
covariation between those varliables and the expert's judgments. These variables
can then be combined |ineariy with equal weights to estimate the expert's future
Judgments more rellably (and thus more accurately) than could the expert.

There are obviously Implications for prediction in these actuarial and
bootstrapping modeis, but the point for this section |s that they provide
systematic, data=driven means to appralse suspected covariations that eliminate

the problems of theory=-driven covariation appraisal.

Environmantal Effects

Since expert anaiysts must play a central rcie In selecting the variables
for use In actuarial or bootstrapplong modeis, 1t Is Important to reiterate the
point that people are often Insensitive to environmental effects such as regres=-
slon or base rates. That Is, analysts are unllkely to adequately attend base
rate variables, and are |ikely to overattend case-specific variabies (Elnhorn
and Hogarth, 1978). In particular, to Improve covar!ation assessments, [t Is
necessary to Include data on disconflrming events as weil as on positive hits.
That |s, analysts shouid be especially careful to collect and record data on ‘at
least) al!l four calls of the fou. fold present-absent cross-tablulations that
determine the relatlon between an indlcator variable and a predicted variables.

One means used frequently by naval anaiysts to display base rate data s
the *ime trend | Ine, l.e., a graph ot data over time. For example, Kenhce (IN],
ch. 18) displayed data on varlous capabllities of Soviet and U.S. ship types

over time tc demonstrate changing trends in various features. On the other
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hand, merely dispiaying a base rate does not mean the analyst will use the base
rate In estimates (e.g., see I|vanoff and Murphy, NPSP: 149, Fligure 32).

O'Leary and Coplin (1675, ch, 4) presented a detalled case study of how
carefui cross~tabulations of data assisted State Department analysts to make
Judgements about covarlation between miiltary expenditures and other varlaoles
In Latin America. Although the State Department anaiysts made extensive use of
quant|tative data, they did not explicitiy assess bivariate correiations to
avaluate thelr theories or forecasts. O0'Leary and Copllin showed that several
postulated relationships between military arms acquisitions and other less
quantitative factors (e.g., economic conditlons, role of the milltary In govern—
ment, need for Internal defense) could be directly assessed wlth cross-tabula-
tions or correlation analysis. These techniques were appllied to cross-sectional
data (l.e., a group of Latin American rountries) as well as to dataon [ndivi-
dual nations. The covariation assessments were abla to contirm several of the
State Oepartment analysts' theorles, as well as show!ng that some theoretical
relations did not exist in historical data. O'Leary and Copi!n described (p.
148) thls covariation "backcast!ng" exerclse as:

«~.one viable way of lIncorporating clearly defined
varlables, quantitative tachniques of anaiysls, and the
Important discriminating character of the Latin American
nation, all of which appear to be essentlal to making
accurate explanations and predictions about changes in Latin
American miiltary spending,
The main Impilcatlion of the O'Leary and Cop!lin study Is that quantitative
covarlation assessment methods can be appiled even when the factors Involved are

largely qualltative.
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E.  CAUSE AND EFFECT ASSESSMENT

The problems analysts may encounter In generating cause and effect
explanations of Intentions were reviewea in Stech 1981, These problems
generaily fall Into two groups: search and hypothesis genefa?lon. (This
division corresponds to the two basic psycholegical models of problem-solving
and thinking strategles: heurlstic search and hypothesl|s generation and test,
see Gerwlin and Newsted, 1977,) Search problems nterfere with the analyst's
Inductive search for causal patterns In data sets, or bias the search, so thar
certaln erronecus or misleading patterns are eas!ly found anc |abeled as causal.
Hypothesis generation probiems Interfere with the analyst's deductive reasoning
trom data patterns and lead the analyst to generate false hypothetical
expianations from avallabie data sets. These false nypotheses may then misiead
the analyst's subsequent perceptions and anralyses.

Stech also noted that naval anaiysts themselves seem to be aware of the
methodoiogical difflcultlies of estabiishing cause and effect reiationships (see,
o.g.. Booth, SNI: 470), but few of the samplied naval analysts made any use of
sophisticated methodologies or causal analysis. .Some ¢4 these causal
methodoiocgies have been applled to probiems of navai Intelligence and others to

nonnaval [ntelligence estimatica problems.

Causal Search

The sources of blases of causal search can be divided Into (1} Incompiete
parcaeptions, (2) mistaken perceptions, and (3) overly simpllistic perceptions.
These prodblem areas overlap (Incomplete perceptions contribute to overly
simpilstic perceptions) and are more than what Is typically meant by
“perception®. We use the ‘erm “perceptlon” herec to emphasize an Inductive

search of data features for causal putterns which then modify hypotheses.




locomplete perceptions. !ncomplete perceptions of causal patterns are

probably largely due to faulty covarlat!on assessment, That Is, an analyst may
be over-attentive to positive Instances of covarlation of one event and another
(++ avents). This over-attention to positive cases can suggest a causal reifa-
tion If the analyst neglects to search out avidencs of +- or -+ aevents as well,
That |s, the suspected cause may be present when no effect occurs, or absent
when the effect occurs. The analyst should zlso conflrm the negative case, that
the effect Is absent when the cause Is absent (-~ events). There !s a tendency,
however, to not search beyond the ++ aevents for evidence of covariztion. In the
section preceding this one we out!ined a varlety of cross-tabulation and co-
variation assessment methods which heip the analyst evaluate a suspected pattern

of covariance,

Mistaken parceptions. Mlstaken perceptrions are those patterns which tend

to be perceived as causal becausa of Intultive cogritive loglc or perceptual
bias regarding causai relationships. For example, things we focus our attent!on
on tend to be perceived as causal. Qutcomes which match the intentlons of an
actor are narurally assumed to have been caused by the actor. Events which
share temporal or physical characteristics may de perceived as causaily related.
These Intuitive logical reiatlons and blases may lead the analyst to search for
data Yo contlrm these patterns, producing a bellet In a false causal relation-
ship, boistered by selectively percelved data. These perceptlons and *hs be-
I1ats that resuit often seem Intultively obvious and ampiv conf!rmed by the data
which are selected to "prove” them. |t Is quite ditflcult, |+ not Impossible,
to avold such perceptions snd bellefs aitogether since they are based on highly
efticient and loglical concepts sdout causality. That Is, tor many or most

causal rejationships *hese perceptions and concepts are not mistaken at all.
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Rather than attempting to avoid such perceptions or concepts, It Is easlier to
attempt to establish thelr valldlty as systematically as possible.

The sampied naval analysts typicaily evaluated causal relationships narra-
tively. That Is, evidence [n favor of a suspected causai relationship was
|1sted and evaiuated narratively to establish a coherent relation between the
suspected cause and the effect. Ev!dence for or agalinst (typlically against)
other possible causes would be ilsted and evaluated., Rarely was there any
description of an effort mounted to make these evaiuations systematically com-
parable, l.e., to give the favored and disfavored possibie causes an equivalent
assassment. that |s, anaiysts typlically reported what amounted to resylts: the
supported hypothesized causes (and the disconfirming evidence). The strengths

or equivalence of the assessment methods oftem could not be Judged.

Causal analysis. Several soclial scientists have outlined methodologies for
making systamatic assessments of causal relatlionships In nonexperimental
research (e.g.. Asher, 1976; Blalock, 1964; Heise, 1975). These methods are
|abeled "causal modeling", or "“causal anaiysis™, and are techniques for
selecting variables that are potential determinants of effects, and attemptring
to [solate the separate contributions to effects made bv each suspected cause.
Because al!l the candldate causes are evajuated within the same model, the
assessment tends to be more systematic, equivalent, and transparaent. As we
noted eariler, "causes" can never de proved because they are mental rather than
physical constructs. Causal models are merely anaiytic alds tor avaluating and
assessing hypothesized causai reiationsnips,

Causal models “‘ypically use mathematical regression equations as causal
equations. That Is, a variety of suspected causes are combined in a |inear
equation In an sttempt to determine the Iimpact ¢t aach suspected cause on the

eftect. Causes with nonadditive, Intaractive aftfects (e.g.. multiplicative
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ones) can often be easlly modifled Into addltive ones so that powerfui [linear
mathematical methods can be appliaed (Blajiock, 1964)), For moderately complex
causal models a techn!que known as "path analysis" ailows for the estimation of
the magnitude of the | Inkages between causal varlablies, the possible causal
relationships between variables, and the direct and indirect effects of
variables on each other., Path analysis also allows for tests of the adequacy of
the whole causal model (Asher, 1G76).

The most sophlisticated causal models [nclude time as a major causal
variable and consider the possibility of fesdbacks In the system of causes.
That is, the Indlrect effects of cause A on cause B may feed back on Cause A so
that, at a later time, cause A has a different effect on cause B and on the
overall effects In the system. These models ars |abeied "dynamic systems™ and
usually require extensive data on varlables over time,

Q'Leary and Coplin (1975, ch. 7) developed a serlies of quantitative causal
relationships for State Department Intelllgence analysts [n an gtifort to
forecast the strength of evoiving calltlions among oll-exporting and ol l-import-
Ing countries. They were attempting to transliate State Department analysts!
hypotheses Into quantitative form, so this application |s perhaps mors relevant
to analyst problems of hypothes!s generation thamn to problems of caysal search,
Hovever, because causal models can reveai unsuspected relations and [nvaiidate
Intuitive reiat. .ns they also serve to enhance the search for causal patterns.

Q'Leary and Coplin developed quantitative Indices of Internal cohesion for
the two grcups of natlions and of the bargalining between the two blocs. Data on
oll and nonol! transactions (trade) and on votes on pollitical issues were usad
to estimate futura relations batween oll-producing states and il companlaes.
These relationships were found to shlft over t!me, suggesting & dynamic mocel of

cohesion variables (causes) on the dargaining varlsbles (effects).




Simpllstic perceptions. The last set of problems analysts may have wlth

causal search Is related to overly simplistic perceptions. We use this term to
reflect such problems as "minimal causation” (the tendency to search for the
first plausible cause, see Stech 1981, Chapter 4), "causal hydraulics" (the
tendency To percelve causallty as fixed In amount), and reductlonistic models
(the tendency to accept too small a set of causes as responsible for an effect).
These problems may |ead the analyst to overlook valld causes, to Ignore the
possibility of multiple causes, or to see effects as coming about In only one

way.

Search frees: 7o help overcome some of these problems, analysts might use
"fault tree" and "decislon tree® techniques. Fault trees are dlagrams developed
by engineers to detarmine how a particular event (a fault or fzllure) could
og¢cur In a system. The englineers reason backwards from effect *t0 possible
causes. For example, the engineers may want to determine ai! the possibie ways
an automobile might fail to start. This technique has been used extersively In
nuclear safety analysis.

If a fault tree Is an effort ¢ answer the question “how could a state !ike
this come about®, a decislon tree addresses the question "glven this state,
vhere can events go from here”. |In other words, a decision free might de
created for the possibie future sctions a mechanic might take !t confronted with
a car that refyses to start. FaulT and decision trees are examplies of what
psycholcg!ists term probiam-solving search trees.

Trec dlagrams serve to systematize suspected reiatlianships end "he sequen~
tial nature of events and responses. They aiso increase the pOossidIlity Thar
new relaticnships may de perceived that otherwise mnight have Been missed, dur
they do not, [n themseives, ensure that al! posaible 2iternarives are Incluyced

PoLsible casuses may be calitted from a faul? ?tree and ssssidle aptions =ay e
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left out of a decislon tree. There are no methodciogical soitutions to thls
Incomplete specification or possible causes or effects, but some heuristic
approaches may help the analyst fill out an Initlal causal search free.

For exampie, the analyst might explore the possilhiiity that the possibie
branches of the cause tree are |imited by the nature of the cause-effect
problems., For example, the anaiyst may be able to establish that there are oniy
three groups in the Soviet Unicn capable of changing the design program for
Soviet ships. That Is, there may be a way to establish that the totil possibie
causes of an effect In a causal search trse are |imited to some finitc number.
This number (cail 1t X) glves the analyst a "goal state” -- e.g.. find X causas
for the effect. When the analyst nas compiled a 1ist of X causes, the probiem
of completing the causal search tree [s done. Thils strategy entalls first
axamining the general cause-effect problem for the possib!lity of a boundary
that defines and I!mits the number of possible causes, and then attempring to
generate all specific cause-effect roiations, rather than the more typical
reverse approach. in the reverse approach, the analyst cannot know [{f he or she
has reached the stopping point ([.e., has exhausted ail possible causes).

Many causa-effect probtisams, however, do not have apparent boundar!es around
the possibia dranches, and the tree appears, a priori, unbounged. The anaiyst's
stopping prodlem bdecoues, not YAre thase all the possibdie causes,™ but rather
“Are these al! the possidle causes vorth Investigating?®

Psychologists studying problem—soiving hehavior Nave Iaen?{f!sc two types
of Impedimerts Yo search tree construction. One !mpediment, “tunctlonal
f Ixedness™, entalls reprasanting objects Uy thelr conventional functicas and
taiiing t0 coasider the objects' novel functions. An analogous Block might De
terns “svent fixedness®, the tendency to consider oniy conventicnal causes for

events rather tnan novel causes. A related mpediment resuits frum “set




effec*s", the tendency to attack a problem wlith one approach or metnod and not
to change that aosproach,

An example of "set affects" might be a mechanic, attempting to defermine
the causes of an automobllels fallure to start, thinking In terms of elect~ical
problems (dead battery, wet spark plugs, bad distributor), but not In terms of
fuei problems (empty gas tank, blocked fuel |lne, broken fuel pump). An example
of "event fIxedness" might be the mechanic who falls to reallze that cars mav
not start for nonmechanical reasons (e.g., attemp®ing to turn the ignition key
the wrong way, attempting to start while the automatic trancmission [s set o
ndrive™). p

One ascape from functional fixedness s to attach speci?lic labels to
obJects and parts of objects., These labeis ailow people to mentally connect
objects to different purposes that they might not consider when presented with
the obJects alone (see Posner, 1973; 154<158). This suggests that naval
analysts should change perspectives and "disassemble” specific labels to the
dlfferent perspectives or the component parts of the event. These l[abelead
perspectives or parts would then perhaps suggest more possibie causes for the
event that would occur to the anaiyst who oniy consldered the event as a whole
entiry fram a single perspective,

This (abellng hypothesis suggests that e*forts by naval analysts to creave
event taxonomies which specify Important featuras >f avents (e.g., MCCcnnel's
“rules ot the game" effort, Dismukes anc McConnell, 1979, ch. 7) are hignly
heuristic because the various features may suggest new perspectives and novel
causes to the anaiysts duilding causal search trees. The more varled the ways
analysts are adle to ladel or code an event, the more varlied The possibie causes
the znalysts are llkely to consider as related to that event. Similariy,

scheess which classity the subevents ot an event (a.g., pre=.rlsis, crislis-
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buildup, height ot crisis, post-crisis, return to status quo) should facilitate
bullding causal search trees. The more ciassiflication szhemes the anaiyst can
consider (e.g., dimensions of time, tension, geography, actors, Institutions,
technologles are just some of the pssible bases for grouping subevents), the
richer the set of causes the analyst is |lkely to consider.

Several of the mechanisms Ascher (1978) suggested for surprise-sensitive
foracasting , e.g., suspensior of plausibiilty checks, may facliitate expanding
the branches of the causal search tree.

The phenomenon of ™tunrel history®, which Fischer (1970) lists as a problem
with nerrative analysls (see Stech, 1981, Chapter 4, "Narrative Logic™), Is a
set effect. That Is, expiaining naval events as due to naval causes |[mits the
building of the causal saarch tree. Tha Interdiscipiinary approach taken by
many of the sampled naval analysts Is |lkely to reduce the tendency toward set
effects, but anaiys?ts might enhance *his positive effect dy dlrac*iy Iavciving
analysts trom dlfferent disciplines in the 2causal troe construction and

evaluation process.

Irea probjems. Psychological research on fault trees (Fischhetft, Siovig,
and Lichtensteln, 1978) shows that analysts will not typicaily notice *he
omisslon of Important causal branches. For example, Flschhofft and his
col leagues showed people (including auto mechanics) varlous versions ot a fault
tree for the problem of the nonstarting car, and sskad for estimates of The
proporticn of no=starts caused by the category “all other problems®. As varlous
causal branches (e.g., fual system) are deioted from the tree, the proportion of
non-starts attributed *o "all other prodbiems™ should increase. It did not.
People seemed not to miss the absence of important causal branrches, and seemed

unabdle to appreclate how many causes had boen omitted from the pruned faul?
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trees. in other words, there was a faulty tendency to overestimate fhe
completenass of I[ncompiete causal dlagrams. Nelither seif-rated knowledge nor
years of mechanclal experience [mproved the abillty to detect *hls
Incompl eteness.

Fischhott and his colleagues found somewhat greater sensitivity to
Incomplete fault trees when peoplie were expliclitly urged to consider the tree's
completeness and think about possible causes that might be left out. In this
case people were more |ikely to estimate that causes were missing, dbut even
these estimates tended to be low, [.e., there were more causes missing than aven

this sensitized group estimated.

These resuits suggest that analysts' efforts to flll out and elaboraia a
causal search ftree are probably weil-spent and will tend to pay off [ possible
causas that would otherwise be overlocked, The Issue stil! open, however, Is

how the analyst can determine the puint to stop swarching for causes.

Stegping problems. While afforts fto overcoms [mpsdiments to cauysal search
tree constructin will reduce the chances that naval anaiysts will Qver!ook
lmportant causes, they do not soive the stopping probiems -- kncwing when *ne
causal tree Is sufficlently completed. Tnls !s essentlally a problem of
induction and Intformation Integration: given a rich causal tree, does the
evidence suggest thuat scme subset of the possiblia causal dranches [s an adequate
or satisfactory explangtion of the eveant.

Yvo metiiods whicnh heip analysts with this stopping probieh wvere nored above
under "Weighting Data®™: Bayesian techniques and !inear modeilng. Llinear models
are the bBasls for most caysal modeling approaches and may be the most compatibie
method ftor assessing vhether the cause tree seems suiticliently complete. The
statistics of causal analysis techniques allow the analyst to estimate

unexplained varlance, wvhich corresponds to *he role of undetermited causes. If
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unexplained varlance Is too high (an analytic judgment must be made as to what
"too high" means), the causal tree Is Incomplete and the causal search shculd
continue. The use of Bayeslan techniques allows the anaiyst t0 estimate the
i1kelhood of an event gliven various causes, and to estimate the subjective
probablil ity that any causal expianation ot the event is true. |f the analyst
finds his or her subjective probabilities for the various causal explanations
are all too low (agalin "too low" requlires an analytic judgment), the causal
search s Incomplete.

One of the more wlde~spread uses of Bayeslan techniques in causal analysis
ta<9s piace In medical dlagnosis (see e.9., Gorry, et. al., 1973); Lusted, 1968;
McNe!ll . et. al., 1975; and Schwartz, et. al., 1973). Decislon alded medlcal
dlagn~sls makes use of decislon traes which speclify the possible actlions and
tests the physliclan can take and their possible consequences for a patlent with
one of severai possible majadies. Bayesian techniques are used to evaiuate the
physiclan's subjective probability estimates that, given certain test results
and symptons, the patient's malady Is caused by one dlsease rather than another.
As further [nformation on tests or patlent responses to treatment Is acquired
(l.a., as the physliclan and patient move to dlfferent nodes In the decislion
tree) Bayes formula can ba used to update the physiclan's estimates of the
probabilitlies of various causes. Bayesian techniques are especlally useful In
compensating tor the tendencles to overemphasize case data (e.g., a positive
test resuit) and to underwvelight base-rate data (e.g., the Incidence of the
diseasec In the population at largel.

Bayesian techniques do not handla etfectively situations where multiple
causes are operating, @.g., a pat'ent with two disorders of overiapping nature.
However, [t [s for Just such sltuations that causal modeilng was daveloped.

Similariy, Bayesian techniques may de less eftective in cases where causes
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change over time, Oynamic sys*tams modeling, howaever, Is a means for attacking
this problem. This suggests that the seiaection af a particular analytic aid for
a causal analysis problem [s |lkely to be a heurlstic or experimental process.
The ™right" aid may not be the first one selected. An experimental approach to
alds, l.e, a wlliingness to try various types and combinations may be required

(Krischer, 13980).

Hypothesis Geperation

Severai blases exIst In *he process of causal hypothesls generation, l.e.,
the tendency to generate some types of causai explanations and not others. We
do note the ease with which people (Inciuding scientists using sophlsticated
cause assessing methods) could detect a "presumptive agency" connecting a sus-
pected cause with an effect and find confirming evidence fcr thls hypothes!s,
even when [t was false.

In contrast to the search approach to causal analyslis, walch emphas!zed
recognition and organization of pattern features In data sets, the hypothes!s
generation approach focuses on the logical generation of hypotheses, their test,
and subsequent revision. Hypothesis generation prodlems then are |lkely to
occur at either the generation, test, or revision phases. Weé wlil discuss the
latter two problem areas later, when we conslider theories. -In the prusent
section ve consider hypothesls generation problems.

The biases In causal hypcthes!s generation tend to fall Into two groups:
those that are largely due to cognitive processes and those that appear to be
based on assumptlions about causaliity In soclal rela*lonships. The cogaltive
probiems seem to occur because certaln features of the Information stored [n
memory about effects and possible causes tend to suggest certain causal explana-

tions (which may be Inappropriate). When these data fteatures are largely social
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(e.g., 3 |lked actor versus a disllked actor), the hypothesis generation problem
can be labeled social, although It may have, at a more abstract level, a cogni-

tive bas'is.

Cognltive problams. Three types of bias which may lead the analyst to

generate faulty causal hypotheses: fundamental attribution error, representa-
t|veness, and determinism.

The fundamental attribution error [s the tendency to attribute behavior to
corresponding personal dlspositions of the actor and not to environmental
causes. |n large part this tendency Is due to focusing of attention and to the
representativeness heuristic. The focusing of attentlon on an object {or actor)
Incroeases the |lkellhood that the object of attentlion will be perceived as
causing events, The representativeness heurlistic refers to the tendency to ook
for causes whose principal features match those of the effect. Oeterminism Is
the tendency to saek nonprobabllistic causas for phenomena and to not conslder
the possibility of causal forces that have probabillstic effects.

An actor Is typlcally the center of attentlon, and thus [s seen as causal,
and the causes of the effects produced by the actor are typically deemed to have
originated with the disposition of the actor rather than with the pressures of
the environmental background.

This distinctlion between dispositional (or Internal) socurces of behavior
and environmental (or external) sources !s one of considerable Importance for
naval and m!|1tary analysts. 0fd the Soviets become Invalved int his crisls
because of thelr overaii plan to destadlllze the region (Internai cause) or
because their cllent state |s threatened Dy a Western client (external cause).
Oid the Soviet naval construction plan change In response *o Soviet geopol!tical

strategy (internal) or In response to naval threats from thelr adversaries
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(external), To what extent are Sovlet actions due to a mixture of I[nternal and
external causes?

Soclal sclentists have developed an extensive and elaborate set of quanti-
tative methods to deal w!th one form of this causal problem; determining the

causes of arms races. These methods could be ex*ended to efforts to mode!l

1 crisls Interactions, dipiomatic penetrations, ald for conflicting client states,

etc. In our sample of naval estimates none of the various dynamlc arms models
were used.

g 'f, it |s somewhat surprising for two reasons that none of the naval analysts
;; sanpled used quantitative arms race models in their analyses. Flirst, the naval
analysts themselves (e.g., Bowen, NPSP, ch. 4) occasionally drew parallels

between previous naval races and the Soviet-American naval rivairy. Sor

example, Bowen (p. 57) describes the cricumstances of the current Soviet-

American naval balancs as

i «w.Similar to those that prevailed at the beginning of the
g century when Germany challenged the supremacy of B8ritain's
navy.

Second, many arms rlvairies In the 19th and 20th centurles have been naval.

Hun>ington (1958) |lsted thirteen arms races In this perlod, of which seven and

T,
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a third were naval (the third of a case [s the nuclesr competition of the Unlted
States and USSR). Whlle Huntingtons |ls* may not Le exhaustive, It |s qulte

Ilkeiy that the high proportion of naval .aces would be found In a more complete

IR

I1st. Cartalnly, one couid concluce that about halt ot the major arms races,
' tor which soclal scientists have deveioped quan*i+a*i e analytic models, have

been naval.

Two main advantages of arms race models are that they (1) make more expll=-

ey

cit and mathematically precise the analyst's Impliclt assumptions and !ntuitive




hypotheses about arms competition, and (2) provide a clear distinction between
foreign~induced and self~induced forces In a natlion's arms program (Gantzel,
1973; Wallace and Wlison, 1978). OQther aspects of the nature of arms competi=~
tion can be included In these modeis, e.9., whether the states I[nvoived 2are
competing In numbers or technology or dcth (e.g., Holllst, 1977; Huntington,
1958; Luterbacher, 1976). 1t !s also possible to model an arms compet!ition
between two nations (e.g., the United Status and the USSR) at the same time that
competition between pacts and alllances are examined (e.g., NATO and Warsaw
Pact, see, Rattinger, 1975; Wallace and Willison, 1978), That |s, there may be
ai llance or pact causai factors, as wel!l as intranationai and Internat{onal
causes for arms competition. Arms modeis aiso heip the analyst avoid "mirror
fmaging™. Thut Is, while one state may be reacting largeiy to [ts compet!tor's
behavior, the compet(tor state may be responding primariiy to [nternal forces.
"Mirror imaging" [s the blas toward percelving such situations as symmetrical,
[.e,, both competing states are reacting to the same kinds of factors. Severai
arms race modelers (e.g., Hofllst, 1977; Luterbacher, 1976; Rattinger, 1975;
Wallace and Wllson, 1978) using dlfferent models and various data sets a!l
essent ally concluded that while the USSR's arms and aespecially !ts strategic
missi'e programs were reactive to Western (especiaily United States) arms, the
United States' programs were not symmetrical: U.S. programs showed more reac-
tlon to I[nternal forces (cost, tacnology, previous arms spending) than did the
Soviet programs. 1t 1s a mistake to lemlss arms race models (as does Wohls-
tetter, 1975: 47) simply because the two nations Involved do not behave.in
exactly the same (or a symmetrical) way. [(n fact, |t {s Recause the natlions may
not he reacting ldenticaliy, or responding to torces which are the mirror Image

ot each other, that arms race models are particulariy helpful.
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Expliclt models of arms compet!tion may yleld some useful predictive indi-
cators as well as systematize the analyst's reasoning on causal factors. For
example, Wallace (1979) found that the product of the smoothed rate of arms
Increases for pairs of disputatious natlons predicted whether war wouid follow
the arms competition. Rapidly accelerzted arms races escalated to war in 23 ocut
of 28 cases, whllie dlsputes not preceded by accelerating arms compet!tion re-
sulted In war only 3 times out of 71 cases.

An excellent exampie of quantitative arms race modeling combined with
detalied qualitative descriptive anaiyslis Is Lambelet's three-par+ series on the
Anglo~German QOreadnought race (1974, 1975, 1976). Lambeiet (1976: 50) presented
a dlagram (Figure '4) I!lustrating how his traditional analysis and hls
numerical methods were Integrated In his study. HIs approach reinforces the
point made here that quantitative assessments of causal factors c¢an be a usaeful

tool for detarmining tne causes of a ration's naval objectives,

Soclal probjems. Two tvoes of causal probdblems can be reiated to the
tendency to generate causal hypotheses on the basls of soclal I[ntultions. One
of these problems was the tendency to attribute motivat!ional causes wron the
consequences of actlions are more foreseeable. Actors who are perceived as abie
to foresee *he consequences of their acts were also perceived as mors motivated
(rather than pressured by external forces) to bring those consequences about.

A second problem of soclal perception of causes s the tendency to attri-
bute the "good™ actlons (those approved of by the observer) of | lked actors *+o
dlspositions and of disl!lked actors to luck, chan:e, or situation, on the one
hand, and to attribute "bad" actions of |lked actors to luck, chance, or sltua=-
tion, and of disliked actors to dlispositions, D0isliked actors, !n other words,
tend only to b3 seen as planning bdad ac*lons and s being forced (or stumbl Ing

accldently) Into good act!ons.
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Figure 14, Lambelet’s Approach to Qualitacive and Quantitative Aspects of

e
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the Anglo-German Oreadnought Race.
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The methods ou~llined above in this section for systematizing causal
hypotheses could assist the anasiyst Yo avoid these social cause biases. Another
technique was outiined In Stech, 1981: Keliy's consensus, conslstency, and
distinctivenass method. This method can be viewed as a speciai form of causai

model asimed at the sratistical features of dispositional and situational causes

of actions,

F. PREDICTIONS
Forascasting wouid be an absurd enterprise,
were [t not inevitable.
Bertrand de Jouvenel,
Ihe Act ot Conjecture

Naval analyst®s seem to share many or the same problems exper!enced by other
forecasters. The ralative lack of specitic predictions by naval analysts made
It Impossible In this study to systematically assess the prediction or forecast-
Ing track reccrds of naval analysts. Such assessments are an excellent means
tor providing the analyst with sel f-correcting feedback. Thls suggests that
naval anaiysts could Improve their praediction and forecasting effots dy (1)
trequently making specific and precise predictions, (2) regulariy comparing
predictions tO cutcomes and ascessing the frequency, magnitude, and direction of
errors, 3nd (3) usling thls track record teedback *to modify thair
prediction/torecasting mathods.

Because 2nalysts nowv tend *o make vague, Delphic torecasts or Aasopian
estimates, [? I3 ditticult or lapossidie to Jauge the anaivst's accuracy. ~ 's
ioaves gnaysts vith a very sudbjective Impression ot thelr astimation track
reccrd and the possibility that analysts, with the advantages of hindsight, wiil

perceive thelr past track records as agra preclse an. pradictive *han *thay
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actually were, A subjective, retrospectivr approach to self-appralsal is
unllkely to yleld the detalled feedback Informatlion on Inaccuracy that analysts

could use to systematicaily Improve thalr methods.

ldentifying Assumptlons
A maln problem preventinc uccuracy In forecasts and predictions [s the
centrai role of tha rorecastar's assumptlions {Ascnher, 1978), A careful =nd

systematic prospecive assessment o’ the predictlicen track record can assist the

analyst to refine assumptions.

Backcasting

A related strategy Is tc employ frequent "backcasting exerclses" to deter=~
mine whether the assumptions underlying tne forecast are true for past andg
orezant data (Ascher, 1978; Morgenstern, Knorr, and Melss, 1973). As Ascher
noted (p. 8) forecasters often fall to examine the blases of their predecessors
and neglect to adjust thelr forecusts [n a direction that would rect!fy ear!ier
forecasts. He wrota (p. 110Q):

...the use of previous-error feedback Is lack!ng In the
torecasting afforts In every area except that of certain
short-term economatric forecasting modeis.
This nonuse of error-correction feedback seems due to the forecasters' beliets
that their assumptions about the future already [ncorporate all the data per-
tinent to known trends. |n many casas, however, the forecasters' methods cannot
accurately predict known trends, |ot alcne the unknown future.

The failure of Intelligence anajysts to backcas?t has deen noted severai
times [n connection with the underestimation of Sovier strategic missile
Inventories (Sulllvan, In Godson, 1980; Wohistetter, 197%a), i.0., astimarors

conrinued YO uncerestimate capa~iiities aven after avidence of past unceresti-

* -
W]
(2]




mates were noted, Including 3 warning trom Scviet |eader Srezhnev that the West
was undercounting! Among the explanations fo this persistent underestimation of
capabli!ities |s the hypcthesls that U.S. intelllgence analysfs' had mlsperceived
Sovliet strategic Intentions and requirements, and had "mirror-imaged® the Sovlet

Intentlons *o correspond to our own f(a.g., see Sullivan, In Godson, 1980: 62).

Scotstrapping

A second technique that can help analysts to clarify their assumptions [s
dbootstrapping. That is, a quantitative model of the anaiyst's predictions Is
constructed using the data Inputs considersed by the analyst and fitting these
variables to the analysts predictions. This mudel of the analyst will refiect
the data varlables that most Influenced the predlictions, thus providing the
analyst with quantitative Information on the Ingredients of his or her predic-
tions. By knowing which varlables most hezvily Influence his predictions the
analyst can better assess his prediction assumptions.

Two of the quantitative studies done by Q'Leary and Copiln (1975) for State
Oepartment Intelllgence analysts used a quast-boo?s*rapplng approach tovard
improving predictive capabiliry {although It was not identltled as bootstrapping
by the authars). In one effort (“Predicting poiltical !Instability In Propical
Africa*, ch, 2, O'Leary and Copllin, 1975) they evaliuated tha views of State
Cepartment analysts on the causal variadbles leading to polliticat Instabdblilty In
tropical Atrican natlons. From the anaiysts' narrative anaiyses, 0'Leary and
Copiln abstracted a variety of hypothesized causal factors. These factors were
then quantitied and regressed on measures ot pollitical instad!llity. Had the
study been 3 truly bootstrapping affort, the varlabies would to regressed on
snalysts' predictions of political Instad!iity, yieiding a node!l of the ana-

lysts' predictings. The Q" eary and Coplin approach wvas to 3Javeiop s model of
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the situation, but the same techniques could be used In a bootstrapping effort.

Both model building techniques ald the analysts by expilicitly reiating variabies

to predictions, thus clarifyling assumptions, O'Leary and Cop!llin (ch, 6) fol~-

lowed a simllar approach in thelr effort to develop a quantitative model to

predict violence In the Middle East., In this case the State Department ana-

lysts! projections (l.e., forecasts and predictions of Middle East Viocience)
were the predicted varfabies, and O'Leary and Coplin attempted to mathematicaily
reiate event data set measures to the analysts! projections. The analysts'
proJectlons of vioience were closely related to the weekly and monthly fre-

quenclies of violent acts in the area, !n effect, the analysts' projections of

violence In the future were strongly Influenced by the frequency of violence In
the past week and month.

O'Leary and Copllin's analysls Included an outlline of an assessment
technique to test the vaildlty of the analysts' assumptions as revealed by the

quantitative model, which seems to be cne of the more useful consequences of

bootstrapping the analysts' predictions.

Senaltivity Testing

Other problems inciude the tendencies to overwelght case data and
underveight base~rate data in predictions, and the tendency to overestimate the
predictive valldity of Indlcator varlables. A partlal antlidote to these
tendencies [s sensitivity testing, that s, asking the analyst to consider how
her or his predictions would be dlfferent if the base rates were vastly
different, or if the predictive vaildity of the Indicators were varied. Thase
sensitivity exerclses tend to make predictions more regressive (l.e., closer to

the normative statistical predictions, see Fischhoff, Slovic, and Llchtenstein,

1979). Sensitivlty tests seem to |ead to greater attenticon to the predictive
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and dlagnostic powaer of the variables used, and prediciicns more In llne with

thls awarensass.,

Yalldity of Fyture Assumptions

The malin conclusion of Ascher's (1978) and Morganstern, Knorr, and Helss'
(1973) evaiuations of forecasting Is that #crecasting accuracy Is dependent on
the valldity Ip the future of the central assumptions made by the forecaster.
The variables selected by the forecaster may be adequate to explalin past events,
but the future structure of the problem may change, making these varlables less
Important, The techniques described above, assessing the prediction track
record, backcasting, bootstrapping, and sensitivity testing, help the analyst
determine his or her assumptions, and assess their valldlty In the past, but
they do ! Ittle to ald the analyst to assess the validity In those assumptions In
the future. To the degree that future tfrends tend to reflect past trends, these
techniques help the analyst to make systematic projections. But If the future
Is unllke the past 2nd full of major surprises, upheavals, and revolutionary
event; the past, and methods which help the forecasting analyst make systematic

use of the past, s of much less value,

Simple Models and Surprising Futures

The widespread finding that relatively simple actuarial and econometric
models outpredict the forecasts of human estimators (n the short and medium *erm
suggests that analysts should, as a minimum, develop a simple, quantitative
model of the phenomenon they are attempting to predict, Thils simple model
should be validated on past evidence and used as a basei lne agalnst which the
analyst can attempt to refine and "flne-tune" estimates. The baselins model
would serve *to highlight those particular facts and reasons the analyst bel leves

the futures wl!l not be a simple extrapolation from the past. By serving as 2
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valldated representation of the "surprise free" future, the simple model, In
effect, enables the analyst to concentrate on those forces and developments that
may cause surprises. To the degree that the future is |lke the past, the simple
mode! wil| do the best job of extrapolating the Important variables. But the
model |acks the analysts' Insights, experlience, and Intultlons about new trends,
inciplient developments, sudden variations, changes In context or tone. These
subtle cues can only be appreclated by the analyst, and the use of a basel Ine,
"surprise-free™ model may allow the analyst the opportunity to pursue these

leads to the surprising future.

A Sclence Analogy

A useful analogy can be drawn between the sltuation described [n the
preceding saction and Kuhn's (1970) soclalogical description of "normal™ science
and "revolutionary" or "paradigm shif+" sclence. Normal science |s the use of
proved and accepted sclentific methods to solve problems and puzzies which bear
Important!y on a sclentific fleld. Problems are attacked that are wlidely be-
lfoved to be solvable and, once solved, become Impor+ant par+s of a major
sclentiflc theory., Kuhn has much more to say about normal sclience, but the
point here Is that It Is analogous to the development and use of simpie quanti-
tative models to deal with the "surprise-free" aspects of prediction. Such
models provide a means to maks accurate extrapolations from past evidence Into
the future using agreed~upon methods and data to soive Important prediction
problems.

A scientific revolution occurs when a major sclentific theory |s changed,
l.e., the sclentific paradigm shitts. This means that the I[nterpretations of
relationships observed In the past are changed, viewed from a completely new
perspective, znd given a different meaning. Such shifts come about, Kuhn

bel leves, because, in the course of normal sclence, new, surprising and
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unexpected phenomena are constantly uncovered. Such anomailes, as Kuhn labeled
them, are unexpiainable or even uninterpretable within the context of the extant
paradigm. For mos* sclentlsts they are not Important probiems because they fail
outside most of the categories and classification schemes of the paradigm.
Elther the ancmaly seems unsolvablie within the methodoiogical or theoretical
context of the paradigm, or, no Interpretable solution seems possible, or the
anomaly |s Interpreted as part of the paradigm after all.

Kuhn argued that anomalles tend to accumulate, however, and he wrote (1970:

52).

«~.the sclentiflc enterprise has deveioped a uniquely

powerful technique for producing surprises of this sort.
The dbulldup of surprises and anomalles leads to a blurring of the paradigm and a
loosening of the Informal ru'es for normal research.

Eventually, normal sclence experiences a c¢rislis, and a fundamental shlit of
perception and bellet occurs as sclentists accept a new theory to [nterpret both
the old paradigm and the accumu.ated anomziles. This new theory, deveioped In
large part from the etfort to explalin the surprlises generated from normal

sclence, reorganizes how the oid data and the new anomalles are perceived and

organized. Scientiftic theory |s transfcrmed. Many features of the old Inter-

pretation remain, but +he entire sltuatica receives a new I[nterpretation.

The use of simplie quant!tative prédlcflon modeils In naval analysis !s
ITkely to "soive™ many normal prediction problems as wull as generaie many
anomalles and surprises. The naval analyet should be especially concerned w!th
thess unusual discoveries and should a*tem.t to retormulate the concep®s and
cateqories used to expiain tho situat!on so as to Incorporate the anomal!les.

These efforts may lead tu a crisls between the new Interpretation and the simple
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models, which may |ead to a revolutlon and paradigm shift, l.e., a new
theoretical view of Soviet naval intentlons. [f thls new theory Is successful
In accounting for the anomailes, It can be the basls for a new set of simple
quantitative models (although these will be significantiy different from the
succeeded models). The new models will, |lke the old, generate both solutlions
and new anomal [es.

The predictive advantages of using a normal sclence/simple model and re-
volutionary scientist/analytic specuiation system Is that the analyst is foc-
using on surprises, anumalles, and the unexpected, but Is "backed-up" by a
rellable thecretical base. The normal thecretical base of the simple models
will cope with "surprise-free' s[tuations, freeing the analysts to develop new
frameworks to Incorporate these elsments of the present (anomoiles) that betoken
the surprises of the future., Many anomailes wlll have no sclentific relevance,
they wiil be data collection errors, deceptions, accidents, noise in the analy-
tlc channeis, etc. Distinguishing between the meaningless anomallies and those
that signal the ftrends of the future |s a major task. Thr) use of simple mocel-
Ing of normal theorles ana a "surprise~free™ future might free the analyst to
create the new theories and conslder the uncertainties necessary to anticipate 2

surprising future.

G.  THEQRIES

Life Is the art of drawing sufflcient conclusions from
Insuffliclent premises.

Samye! Butler, Notebooks

There Is nothing |lke a theory for biinding the w!se.

George Mer!dith,
Ihe Crdeal of Richard Fevere]
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There |s substantlal evidence that peoole (including sclentists) are ex-
tremely reiuctant to give up a useful theory, This reluctancs extends to situa-
tions In which considerable evidence discrediting the theory Is availabie, and
theor les may survive even a compliete disconfirmativn of thelr evidencliary bases.
This seems to be jue to several factors, Theorlies serve functions other than
accurate prediction. People are reluctant to dismiss a useful theory on the
basis of avidence that might be erroneous. Negative evidence Is difflcult to
integrate Into a theory. Multiple hypothesis testing Is extremely difficuit to
condyct, Pecpie tend to seek and accept confirming evidence more readlly than
refuting evidence.

Oespite such difficulties a few of the sampled naval analysts did employ
multiple hyporhesis testing or disconfirmaticn strategies, and several analysts
seemed alert to the signiticant of negative evidence,

[f there was one malin characteristic problem of theorfzing among the
sample4 naval analysts It was perhaps the reluctance to make specific
pred.ctions on the basls of various theortes and to systematically and
repeated|y test theor{es against one another. In particular, there was too
(fttie expllicit disconfirmation and too much conflrmation. There was very
[Ittle effort devoted to developing methods of testing theortes which would
reflect quantitatively the degree to which evidence supports or does not support
any hypothesis. Although we found naval analysts updated thelr theories, the
lack of expiicit methods for evaluating the daegree of support that evidence
conveys on a given hypotheses made [t difflcult to ascertaln exactiy why the
analyst changed the thecory.

Al though there are aids avaliable to analysts which quanrt!fy hypothesls
testing (e.g., Bayes Theorem Is speclflically formulated to update a prior hypo~

thesis given new [nformation), thare ai'd no quant!tative alds that prescribe how
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or when sclentists should reformulate theories. As Kuhr (1970) describes the
structure of sclentific revolutlions, the process Is largely a social one of
sclentists arguing, replicating, confirming, revising, and generally shaping and
Influencing each other's views and research. Sclentiflc discoveries which fall
to generate Interest in other sclentists dle on the vine unless redlscovered In
the wake of & sclentific crisis and revoiution. Simllariy, an Intelllgence or
naval analyst may reformulate a theory of Intentions that pruduces better esti-
mates, but unless the new theory Is communicated to other analysts and to
estimate users, It Is |ikely to have very ilttle Impact, except on Its origina-
tor. Furthermore, It Is [lkely that the Insights of one analyst are signifi-
cantly sharpened and rafined when they are shared wlth and examined by others.
A theory developed in a communlty of analysts Is | lkely to be better than the
same theory developed only by its origlnator.

This suggests that there are Important soclal and organizational dimensions
to-theory formuiation, revision, and change; and that alding these dimensions of
estimation goes beyond the Individual analyst (see Stech, 1979, for an appralsal
ot soclai, organizational, and political aspects of intention estimation). Just
as there are weaknesses [n estimation loglc, there are weaknesses In the organi-
zational processes of estimation. These soclal and organizational dimensions
become Important when the Individual analyst Is developing a new theoretica!
outlook that confllcts with or goes beyond the normal accepted theory, l.e.,
when the analyst's new theory confllicts wlth other analysts' theorles.

Mcst of the advice glven In thls chapter involves greater precislion of
hypotheses, greater spec!flcation of varlables and reilationshlips, more use of
mathemat!cal and psychological techniques to ascertain and refine varlables and
relatlionships, and grea?qr willingness to predict and check predlctions., All of

thls advice amounts to sayling that naval analysts might do Intention estimation
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more |lke sclentists do sclence. Quantlfication, measurement, speclflclity and
precision, and prediction are means and ends of the methods and tools of
sclience, he or she can find a large | Iterature of helpful and useful advice on
theory bullding and testing, scient!flc method, epistemology and the phllosophy
of science and sclentiflc theory, There Is no point attempting to review the
pathways Into that |[terature here, any reader who avalls himself of the
references In this study will quickly find many leads 1f such are needed.

A more Important Issue |s whether and to what degree scientific methods are
appropriate for the soclal, political, and nava, science questions that concern
the naval analyst. Sclence requires, In additlion to the attributes noted above,
control and experimental manipulation of varlables. Control and experimentation
are rarely possibie In the social sclences to the degree that they can be
exercised In physical sciences. 0Ooces this mean that the soclal sciences cannot
be truly sclent!flc and that attempts at scientific methods In these areas ars
fated to be |It++ie more than over-sophisticationt?

No clear-cut, general prescriptions can be offered to the analyst on this
Issue. It wil! be up to the analyst whether to adopt a sclentiflic or quant!ta-
tive technique, to attempt explicit theorlizing and theory bullding, or to con-
tinue to rely on narrative expianation. Sclentlsts and phllosophers contlnue to
wrestie with the question of whether social sclence can be truly sclentific
(.., see McClintock, 1981; ZlIman, 1979). Just as unaided analysis and theory-
bullding have thelir {Imltations, as out!lned In Stech (1581, Chapter 4), sclen-
titlc methods and theories have their |Im'ts, especlaily as appiied to soclai
phenomena, Naval analysts should be aware. of the |Imits of both,

Whether a particular quantitative ald or theory=bullding approach will be
useful or helptul Is largely an empirical question. We have tried to outllne

how the naval analyst can detect and assess the shortcomings of hls or her
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unalded astimation or narrative iogic. The analyst will have to apply this
general knowledge to the particular case to determine whether the shortcomings
thus detected are serlious enough to warrant the use of explicit quantitative
alds. Simllarly, the anai,.t w!ll have to evaluate the advantages agalinst the
costs of deveioping a quantitative theory-bullding approach, the use of muitiple
hypotheslc disconfirmation strategies or other theory=-revision methods noted In
the previous sectlons of this chapter.

In effect, the analyst faces an Infinite regress: how to declide whether or
not to try ocut a particular method or theory-bullding approach? |f declsion-
alding methods or judgment-enhancing approaches are recommended to help with
this first question, the anaiyst |s faced with the saecond questlion: how to
decide whether an alded decision |s better than an unaided one?

While It Is a basic fiuding of this study that unalded estimation tends to
be inferlor to est!mates that expilcitiy employ alds to Information organiza=
tion, I[ntegration, and Inference, In general we cannot draw hard conciuslions
about how Inferior unalded estimation might be. This makes the question of the
costs and heneflts of alded varsus unalded estimation and theory-dbullding an
empirical one and one for which the analyst might want to seek out decislion-
aldling or Judgment-aiding expertise, particularly If the costs and rlsks In-
volved are very high,

The approach taken by O'Leary and Coplin (1975) seems an estimabie one
worth repeating (although perhaps with a more systematic appraisai methodology).
They compared the quai!tat!ve analyses and forecasts of unalded State Oepartment
Intei!igence anaiysts to estimations based on quant!tative approaches to the
same [ntelllgence Issues. They aiso evaiuated the costs and benefits of the
quant|tative methods. (Q'Leary and Coplin made an Informal cost-beneflt

analysis, and it might be necessary for naval analysts to make such evaluations



-

more explicitly and systematically (e.g., using cost-beneflit techniques,
decislon~anaiysis, multflattribute utlilty methods, etc.) or to attempt a
prospective rather than retrospective evaluation. The main point, however, Is
that the quantitat{ve mathods were trled to see If they work, with what [Imits,
to determine how much Improvement they cou!d make, and at what expense. This Is
an approach we would recommend to any analyst who might be tempred to try an

Improved methodoliogy for [ntention estimation.
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V.  CATALOGUE QF AIDS AND PROCESS SUMMARY

The analytical alds discussed and evaiuated In the previous sections of the
report are catalogued for convenlent reference In this section., The |tems
covered In the one-page summaries correspond closely to the criterlia outilned In
Chapter |Il. Problems, pitfalls, and warnings related to speciflc alds are
summarized In the "Comments” section uf each summary,

No study of this nature and scope could produca an exhaustive survey of all
possible anaiytical aids. Further, the state-of-the-art of information handling
and Interpretation s changing quite rapid.,. To accomodate future adc!tions,
updates, and enhancsments to the catalogue, the one-page summary format has been
employed.

The catalogue of alds Is organized Into four baslic sectlons Including:

» Ao Judgemental methods of both an expllicit and Impllicit nature.

B. Speciallzed analytical aids to support specitic elements of the
estimation process.

C. Extrapolation methods and models that reiy primariiy on past
events and experlences as an Information base.

0. Structural representations and models which emphasize causal
relsrionshlips and physical constralnts.
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: A.  JUDGEMENTAL METHODS
j} Methods catalogued In this section assist In the harnessing of Individual
ﬁ,, and group Judgement to deal with estimation problems, Emphasis is placed In
2 these methods on the organization of Individuais and groups to take advantage of
- ‘ overlapping capabilities, to flil in gaps In capabi!ities and experience, and to
§¢ 4 systematize the judgemental process.
§; ;; Behavioral sclence studies have revealed savera| Impllicit patterns that
i” F? arise In judgemental processes, while these often appear more In the nature of
§ “;~ mental traps than alds, their Identification In this cataiogue can help to
3 ;; maintaln an awareness of potential problems that may arise and to use these
] Impliclt patterns In a more constructive way.
X
.
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ANALYTICAL AlQ:  EXPERT OPINION

Category: Percelving dats, prediction,

Scope:

Method can cover any aspect of problem where expertise has been deveioped.

Loglc Structure and Methodology:

Basad on human perceptions, Interpretations, and reilabillity. Most prob-
lems will Invoive group df experts with some overiapping capabilitlies and,
probadbly, some gaps in coverage.

Lomments:

Method suffers from difflculties In assembling and integrating opinions
from group members dealing with complex probiems. Severe difficuities In deter-
ming logical process and blases that affect opinion of Indlvidual or group.
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ANALYTICAL AlD:  OELPHI TECHNIQUE

Category: Characterizing data, prediction.

Scope:

Represents structural approach to use of individual and group expert opin-—
lon with provision for teedback and learning.

logic Structure and Mathedology:

Responses to well defined questions or problems are [ntegrated and returned
to contributors with full Information on the comparison of their estimates wlth
others In group. Responsas can be changed in proceeding rounds.

Applications:

Classitying Soviet Navy [nto component missions (Thorpe, NPSP, ch. 8).

Qocumentation. ¥alldat on, Revlew:
Morgenstern, Knorr, Helss, 1973: 23-26

Copments:

Range of expert opinion generally converges sharpiy, theraby possibdly
masking real uncertalnty. Method Is ccstly and time consumling; reasons for
shifts [n responses ars not usuaily apparent.

-
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:  SCENAR!Q METHODS

E

Category: Characterizing data, prediction.

B X 5 003 Lol A S N e Sy It S i

1 Scope:
1 Involves complete description of outcomes that may be anticipated with
3 expllcit representation of ail causal and contributing variables In a conslstent
4 framework.
Logic Structure and Methodology:
é% Scenario description usually Includes quantitative and qual itative Informa-
24 tlon. Expllcit nature of description faciiitates third-party review and com=-
: ment,

Appjlcations:

None C!ted.

Comments:
Useful methed to test consistency and plausiblility of analysis. Complemen=-
tary to expert opinion, Deiphic, and most model ing efforts.
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ANALYTICAL Al1D:  AVAILABILITY AND REPRESENTATIVENESS HEURISTIC

Category: Precelving data

Scope:

This heuristic Involves intultive attributes which exist in most perception
and interpretation problems. While not really analytical methods, they are
Implicit in analysis and must be Included here.

Logic Strycture and Methodology:

The representative heuristic Is the tendency to assume that a samplie Is
representative of the popuiation from which It is drawn, and to neglect features
of the population that are not In the sample. The availability heuristic deals
with the tendency to concentrate on Information that Is accessable and to limit
the scope of search for complementary or suppiementary information.

Appllcations:

Most judgemental estimates.

comments:

This Implicit behavier Is a factor In most judgemental estimates and must
be used constructively.
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' B.  SPECIALIZED ANALYTICAL AIDS
This group of analytical alds deals with specific portions of the estima-
tion process and emphasize the perception, characterization, and organization of
Information rather than prediction.
Some of the methods described In this sectlon can be used to support and
suppliement the Judgemental methods of the previous sectlon, while others are

Intended to be used separately from judgemental methods.
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ANALYTICAL AIQ: CODING OF EVENTS (EVENT CODING)

Qategory: Percelving Data, Characterizing Data

Scope:

Method can be applled to any stream of [nformation Involving series of
dlscrete action events.

Loglc Structure and Methedolody:

Coded events are amenable to psychological analysis and Interpretation.
Different coding categories may be used for expected and unexpected events.
Method can capture gross relationships between events and finer-grained detalls
of actlons, Interruptions, ommissions, and non~occurrences may be detected
agains an orderly background of actlions. Requires varying level of I[nput data
and [s totaily dependent on that data.

Appilcations:

Confilct and scaie of vialence (Egypt~Israei) (Q'Leary and Coplin, 1975),
Crisls forecasting and prediction (March 1977 Issue of International Studies
Quarterly). Soviet naval operations (Dismukes and McConnell, 1979: ch. 2 by
Petersen). .

Comments:

Method s Important In the organization of Information based on observa-
tions In most estimation appl!ications. Analyst coding events may be affected by
a number of perceptlion phencmena.
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ANALYTICAL AlD:  CONTENT ANALYSIS (FACTOR ANALYSIS)

Category: Precelving Data, Characterizing Data

Scope:

Generally appiled tuv verbal or written statements, e.g., propaganda, spe-
eches, memolirs.

Loglc Structuce and Methodology:

Methad uses statistical techniques to determine objective frequencies for
actions, events, or statements to determine such things as authenticity, trends
in semantics or rhetoric, and/or shifts In Interests. Method |s systematic and
{s based on clear rules of coding and Inference,

Acplications:

Objective estimation of frequencies for actlions, events, and/statements
(George, 1959). Soviet Position In Law of the Sea negotiations (Friedheim and
Jehn, 1977}, Attlitudes of Soviet elltes (Meuer, 1978), Nazi Intentlions
(George, 1959). Sovlet polltical ellte speeches (Kirk, 1980). Warship design
(Kehoe, SNI, ch. 19).

Comments:

Method s very l|abor Intensive and time consuming. Content can sometimes
be quite subjective requiring careful training and monitoring of anaiyst.
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ANALYTICAL AlD:  PARAMORPHIC REPRESENTATIONS

Category: Percelving Data

Loglc 3tructure and Methodoiogy:

Method Is 1deallzed representation of group of experts assuming that a
model capturing the essential elements of their background [s more consistent
than human integration. Intended to overcome human dlstortions and Incons!s-
tencles attributable to boredom, fatigue, dlstractions, and variable applica-
tions of Integration ruies. Mathematics usually involve simple |inear combina-
tions of predictive variabies.

Appl cations:

None noted.

Qecumentation:
Hoffman, 1960. Slovie, 1969.

Comments:

ldeal Ized model does not capture Insights and Innovative findings that may
occur In human expert process. Not felt to be approprlate for complex, non-
| Inear, configural tasks.
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ANALYTICAL AID:

BOOTSTRAPPING

Category: Perceliving data.

Assessing Covariation, prediction,

3cope:

Extension of paramorphic representation to use Judgemental data as [nput *o
model also incorporating real data and observations.

Loglc Str.cture and Methodology

Linear mode!s are fitted to past Judgements. Idea of modeling the judge's
Judgements and then using the Judgement of the model leads to term "bootstrap-
ping".

Applications:

Instability In tropical Africa (Q'lLeary and Copiin, 1975).
Qocumentation:
Dawes, 1971,

Gol dberg, 1970,

Comments:

Provides systematic data-driven means to appralse suspected covariations

that resolve socme problems with theory-driven aporaisal. Reilabillty of model
must be considered In any appilication.
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METRIC AND NON-METRIC MULTIOIMENSIONAL SCALING,
TREE FITTING, AND CLUSTERING

Category: Percelving Data. Characterizing Data.

Scqpe:

Qeveloped to deal wlith systemization of expert opinions on the features of
avents or other samples.

Logig Structure and Methodology:

Method Is ald In constructing meaningful perceptual categories for analyst.
Uses computer technique for representation of psychologlical or physical struc-
ture.

Appllcations:

Assess simiiarity between palrs of stimull and sorting of classifica*ion

stimul!l Into categorles of Soviet general purpose platforms (Tnhorpe), Sovliet
naval behavior (Dismukes and McConnel). Ident!flcation of voting biocks In U.N.
(Heuer, 1978, ch. 8).

Comments:

Appears to be more promising than Oelphl because method attempts to make
structure of problem and assumptions more expllclit. See Shepard (1380).




' C.  EXTRAPQOLATION METHODS AND MODELS

The methods described In this section use statistical and regression

, techniques to extrapolate future patterns and behavior based on past
i; observations and experlience. These methods are generally used on aggregated
é% data.
?" ‘g % The princlpal objective of these methods Is to assist In the ldentification
E, é % of cause-effect reiationships, covarlance analysls, and prediction. The methods
§ N are most appllcable where It Is difflcult or Impossible to arrive at an expllicit
}% representation of the underlying structure affecting a problem.
? :;% Both deterministic and probablistic techniques may be employed with these
b; ; methods.
5
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ANALYTIC AJD: LINEAR REGRESSION

Category: Welghting data. Cause-effect reiationship.

. Method can test and/or establ ish relationships hetween sets of quantitative
: variables.

Logic Structura and Methodology:
Uses wel! deveioped statistical techniques to establish relationships and

indlcate error range of estimation. Related to, but more comprehensive than
time~trend method.

Appilcations:

Variety of quantitative estimation probiems.

e k)

Qocumentation, Yalildation, Raview:

i Siovic and Lichtenstein, 1971,

Comments:

3 Qetermination of causallty Is ¢ifflcult due to problem of multicol [nearity.
b Predictions can ba rellable over the short term provided underlying structure
| and factors do not change abruptiy.
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ANALYTICAL AlQ: TIME TRFND LINE

Categary: Assessing Covariaticrz

Qesc- . < trend over time for any defined parameter or measurable event,

Logle Structure and Mathodology:

Graphlical representation of parameter or measurabie event over time.

Appljications:

Capab!i ity of U.S. and Soviet ship types (Kehoe, SNI, ch. 8), Latin Amer-
lca (Q'Leary and Copilin, 197%, ch. 8) millatry expenditures and other varlables.

Comments:

Usefui display format. May lead to regrassion model based on actual rela=-
tionship. Useful for ldent!fying shifts [n pattern of events.
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ANALYTICAL AlD:  CAUSAL ANALYSIS
Category: Cause-~effect Assessment

Scopa:

Encompasses svstematic assessment of causal relationships In nonexper|=-
mental sltuations.

Loglc Structure and Methodolagy:

Me*hod selects varlables that are potentliai determinants of effects and
Isol ates separate contributions to effects made by each suspected cause. Typi=-
cally use regression analysis.

Applications:

Coal Itlons among ol |-exporting and ol i~Importing countries (Q'Leary ang
Coplin, 1975, ch. 7).

Qocumentarion, Validaticn, Review:

Asher, 1976. Blalock, 1954. Helsa, 1975.

Comments:

Simllar to regression analysis and very data dependent.

.30
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ANMUYTIC AIQ:  ACTUARIAL MODELS

Catagory: Assessing Covariations

Acopa:

Can be appiled to any estimation protiem involiving relationship of cutcome
variables o measuradble or observatle variabies.

Loglc Structure and Methodology:

Uses regression anaiysis t0 relate response or outcome variables to mea-
curable variabies to determina combinational rule.

Applications:
None noted.

Comments:
Provides improvement cver Judgemental approaches to synthesizing [nput data
to estimate cutrcome.
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ANALYTICAL AlQ: BACKCASTING
Qategery: Predictien

S L8

Yai ldation method for model or mathematical ald based on reqgression, econo-
metric, or structural model.

Loglc Structure and Methodolagy:

Method determines whether assumptions underiying the forecast ara frue for
past and prasant data. Forecasters often tal| to adjust their forecasts [n a
direction that would rectify eariler forecasts.

Applications:
Severai failures to use this technique, leading to underestimation of

Soviet missile Inventories, are noted (Sulllvan, (n Godson, 1980; Wehistetter,
1975a).

Qocumentation:
Asher, 1978, Morgenstern, Xnorr, and Helss, 1973.

Lomments:

important to use this as method of vallidating and correcting any model.
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" 0. STRUCTURAL REPRESENTATIONS AND MODELS
This class of analytical methods probes more deeply Into causal and struc-
tural relationships of a physical and conceptual nature. The motivatior for

this Is to develop a more representative framework within which the effect of a

329 number of variables and uncertain assumptions may be tested.
ﬁ These methods are mosi appropriate where significant patterns or paradigm
changes mights be anticipated. Since physical relationships and constralnts

(force structure, weapons capabliities, logistic capabllities) ars generally

easy to capture In this type of framework, the methods fend to be applled In
cases where pnysical capabilities have a strong Influence, or are a constraining
tactor, on Intentions and actions.

Anaiytical methods In this category may be deterministic or probabllistic.
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ANALYTICAL AlD:  STRUCTURAL OR EXPLICIT MOOELING (THEORIES)

Categery:  Cause-effect Assessment. Prediction

sgope:

Method attempts to represent real structural relationships Involving
behaviorw! and physical elements pertinent to estimation problem.

Logic Structure and Methodology:

Mode! representation may be theoretical (relationships are postulated and
then studied by appiying model) or based on understanding of actual structure.
This class of modeling may be normative In form (indlcates what Intentions
shoutd be glven constraints and physical capab!!ities) or simulative (what might
be expected gliven certain assumptions). The normative form uses optimization
techniques, while the simulation methods can Invoive a number of anaiytical
methods [ncluding economefrics and system dynamlics. Methods make extensive use
ot mathematical techniques. Fseedback reiationships may be modeled explicitly
using system dynamics methods or other methods derlved from con‘rol theory.

Appilcations:

Arms race models (Wallace, 1979). Instability in Troplical Africa (C'Leary
and Copllin, 1275).

Comments:

Structural modeling Is most appilicabie In dealing with combined physical
and behavioral factors. |t has strong promise In being able to deal directly
with situations where physical capabilities (force structure, logistics, weapons
capabllity: elther may reveal Intentions or place significant constralnts on
Intentions.
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ANALYTICAL AID: PARADIGM SHIFTS

Category: Predlction

. Scope:

21 Any relationship, no matter how wel! [t appears to be estabi Ished may be
T subject to a paradigm shift and thls fact must be conslidered In any changlng
- environment.

Logle Structure and Methodology:

g? _% Paradigm shifts can affect the valldity of any model or analytical method
- : that does not explicitly take the possibility Into account.

,\ ’ N ,}3

-2 A
AN Appllications:

S None noted.
- Documentation, Valldarion, Review:

- Kuhn, 1970.

K
b
i
g
>

g Comments:

L No rellabie methods have been developed to assist In the ldent!flcation of

i such shifis; they may be dealt with In a fashlon by expert opinion and time=-
trend methods.
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ANALYTICAL AlQ:  SEARCH TREES (FAULT TREE ANO DECISION TREE)

Category:  Cause-effect Assessment

3cnpe:

Oescribes any process wlth sequentially related elements.

Loglc Structure and Methodology:
Sequentially reldted elenents are represented explicitly In tree structure
concerning dual outcomes or unuertaln outcomes and consequences. Well deveioped

mathematical techniques are avallable for probabllistic analysls, search and
optimization routines.

Appllications:

None noted.

Qocumentation:
Posnar, 1973: 154-158

Comments:

Powsrfyl technique for organizing relevant Information on complex
processes. May be used with Bayeslian analysis and other probabal!stic methods.
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ANALYTICAL AlQ: BAYESIAN ANALYSIS

Category: Welghting Data

Scope:

Qeals with any probabalistic problem where condltional estimates may be
developed.

Logic Structyre and Methodofogy:

Consliders probaballstic relationships between event and causal or
contributing parameters. Probliems structured In this way can be deait with by
extensive and powerfu| mathematical tools.

Appllications:

Estimation of probabli!tions of MId=-East confllct (Heuer, 1978, ch. 2 by
Schueltzer). Analyslis of order of battle data (North Vietman, USSR-China, Arab
Israel conflict). Integration of Judgemental informaticn (Merris, 1974, 1976).

Qocumentation, Yaiidation, Raview:
tlovic and Llchtanstein, 1971. Edwards, 1978.

Commants:

Method helps to Integrate probaballstic data Into Judgements. Also useful
In combining estimates of dlifferent experts and can be used with decision tree
methods. Can estimate subject!ve probablllty that a causal explanation tor an
event |s trua.
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